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Abstract

The pseudogap phenomenon and its transition to the Fermi liquid state is of in-
terest in the physics of hole-doped cuprates. The pseudogap, characterized by a
suppression of electronic states near the Fermi level along antinodal directions,
remains enigmatic and is closely tied to unconventional superconductivity. Un-
derstanding this transition requires capturing the interplay between local strong
correlations and momentum-dependency. In this work, we investigate whether the
2-site Dynamical Cluster Approximation (DCA) framework, that dichotomizes
the Brillouin zone into two coarse-grained momenta, can capture the critical be-
havior of the pseudogap-to-Fermi liquid transition, focusing on both single-band
Hubbard and three-band Emery models.

Our approach combines DCA with the Numerical Renormalization Group
(NRG), enabling high-precision analysis of low-energy properties. By tuning the
chemical potential, we systematically study the doping evolution from the under-
doped to overdoped regimes. The Emery model, incorporating additional px- and
py-orbitals, provides a more realistic description of the CuO2 plane and allows
us to test whether a multi-orbital setup compensates for the limitations of small
clusters in DCA.

Through calculations of the spectral function, self-energy, current and mag-
netic susceptibilities, we identify a continuous insulator-to-metal transition at a
critical doping level xc in the border momentum patch, corresponding to antin-
odal direction. However, the 2-site DCA framework fails to capture a genuine
quantum critical point (QCP), with energy flow analysis confirming the persis-
tent Fermi liquid characteristics across all doping levels. While the Emery model
refines momentum-dependent features, the absence of a true QCP underscores
the need for larger cluster studies to fully resolve the pseudogap-to-Fermi liquid
phase transition.
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1 Introduction

Background and methods
Strongly correlated electron systems, such as high-temperature superconductors,
exhibit complex phenomena that challenge conventional theories. Among these
phenomena, the pseudogap observed in hole-doped cuprates has garnered sig-
nificant attention due to its connection with unconventional superconductivity
and its enigmatic nature [1, 2]. Understanding the pseudogap state requires ad-
vanced theoretical frameworks capable of resolving both momentum-dependent
and low-energy properties.

Dynamical Mean-Field Theory (DMFT) has emerged as a powerful method for
investigating strongly correlated systems [3, 4]. By mapping the lattice problem
onto an effective impurity model, DMFT provides a non-perturbative approach
to capture local quantum fluctuations. However, DMFT inherently lacks mo-
mentum resolution, limiting its ability to describe phenomena like the pseudogap
[5], which exhibit strong momentum dependence. To address this limitation,
cluster extensions such as Dynamical Cluster Approximation (DCA) have been
developed [6].

Furthermore, the numerical renormalization group offers a highly accurate
real-frequency method to solve impurity models[7, 8], with exceptional resolution
at low energies, which enables us to study zero-temperature properties. Combin-
ing NRG with DCA allows us to investigate the momentum-selective pseudogap
phenomena.

Motivation and goal
In this thesis, we utilize the DCA+NRG framework to explore the pseudogap-
Fermi liquid transition in two representative models: the single-band Hubbard
model and the three-band Emery model [9]. Our investigation reveals that under
the 2-site DCA scheme, the single-band model fails to capture the genuine quan-
tum criticality associated with the pseudogap state. This limitation motivates
us to investigate the three-band Emery model, which incorporates additional px-
and py-orbitals to describe the CuO2 plane in cuprates. The Emery model is, as a
three-band model, closer to real materials. Therefore, we ask the question if this
model, treated in DCA as a 2-site cluster, is enough to capture the underlying
physics of the pseudogap phase.

Structure
In Chapter 2, we introduce the theoretical foundation of DMFT, emphasizing its
role in describing correlated systems and its limitations in capturing momentum-
dependent properties. Chapter 3 provides an overview of the Numerical Renor-
malization Group, focusing on its application to impurity models within the
DMFT framework. Chapter 4 describes the models studied in this thesis, in-
cluding the single-band Hubbard model and the three-band Emery model, along
with their respective parameterizations. In Chapters 5 and 6, we present the
numerical results for the Hubbard and Emery models, respectively, discussing
the spectral functions, critical doping levels, and dynamical properties such as
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current and spin susceptibilities.

Conclusion
Through this work, we aim to provide insights into the pseudogap state and
its evolution with doping, while highlighting the similarities between the single-
band and three-band Hubbard models. Our findings reveal that the 2-site DCA
scheme fails to capture the genuine quantum criticality associated with the pseu-
dogap state, underscoring the limitations of small cluster approximations. This
highlights the need for larger cluster studies to sufficiently resolve the spatial
correlations and the possible quantum criticality in these strongly correlated sys-
tems.
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2 Dynamical Mean Field Theory (DMFT)

2.1 Introduction to mean-field theory

The study of correlated electron systems is currently one of the most actively
investigated fields in modern physics. In this chapter, we first provide a heuristic
discussion of what correlation means [10] and then introduce one of the most
important and successful solutions to this problem: dynamical mean-field theory.

In single-particle quantum physics, our ultimate goal is to find the average
or expectation values of observables, which are represented by linear operators.
Similarly, in many-body physics, we are interested in the expectation value of a
product of quantities, which typically satisfies the following inequality:

⟨AB⟩ ≠ ⟨A⟩⟨B⟩. (2.1)

Such property is attributed to correlations between A and B. A more concrete
example is the density-density correlation function

⟨n(r)n(r′)⟩ ≠ ⟨n(r)⟩⟨n(r′)⟩ = n2. (2.2)

The function does not factorize due to what is known as correlation. In the
case of a non-interacting classical system, the formula above is supposed to be an
equality, meaning the particle density at position r is independent of the particle
density at position r′, i.e., the system is uncorrelated. However, in quantum
systems, the inequality always holds, even for the non-interacting case, due to
quantum statistics. Fermions with the same spin direction do not occupy the
same position, whereas bosons tend to cluster together. Thus, the spatial depen-
dence is inherently present in quantum systems, leading to non-vanishing corre-
lations. Correlation, therefore, is defined as the property whereby expectation
values cannot be factorized using methods such as Hartree-Fock theory.

A natural question arises: in which types of systems are correlations strong
enough to be significant? Assuming the band electrons have a certain dispersion
εk, their velocity can be evaluated as vk = 1

ℏ |∇kεk|. On the one hand, the typical
value of velocity is given by vk ∝ a/τ , where a is the lattice constant and τ is the
time an electron spends within an atom. On the other hand, |∇k| ∝ 1/k ∝ a,
and |εk| is proportional to the bandwidth W . Combining these equations and
approximations, we arrive at:

τ ∝ ℏ
W
. (2.3)

The above relation implies that a narrower band leads to a longer time that an
electron resides on an atom, thereby feeling the presence of another electron with
a different spin direction. The spatial confinement enhances the effect due to the
Coulomb interaction between electrons. Consequently, materials with narrower
bands and partially filled shells (typically d and f shells) are referred to as strongly
correlated systems.
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2.1 Introduction to mean-field theory

Due to the non-factorization in Eq. (2.1), finding an exact solution to many-
body models, such as the Hubbard model, is challenging. Dynamical mean-field
theory (DMFT) is an appealing candidate for an approximate solution. To better
understand the underlying principles, we will first revisit a much simpler model,
the classical Ising model, using mean-field theory, and then turn to the discussion
of the Hubbard model solved by its dynamical version.

The classical Ising model describes a system of spins, where each spin σi can
take values +1 or −1, representing up- or down- orientations. The spins are
arranged on a lattice, and each spin interacts with its nearest neighbors. The
Hamiltonian is:

H = −J
∑

⟨i,j⟩
SiSj − h

∑

i

Si, (2.4)

where J is the interaction strength between neighboring spins, which is taken
to be positive for ferromagnetism in our case, Si and Sj are the spins at lattice
sites i and j, and h is an external magnetic field. This model remains difficult to
solve, despite being classical, due to the correlated (interaction) term SiSj, which
results in ⟨SiSj⟩ ≠ ⟨Si⟩⟨Sj⟩.

The most important approximation applied in mean-field theory is to treat the
interaction as an overall mean-field. We assume each spin only feels an average
effect from its neighbors, rather than considering each interaction individually.
This leads to the following steps.

(a) Approximate the local field. Each spin Si experience an effective mean-field
heff, which is proportional to the average spin ⟨Sj⟩ = ⟨S⟩ with a factor −Jz,
i.e the product of interaction strength and number of nearest neighbors.
Thus the interaction term of the Hamiltonian becomes:

Hi = −heffSi = −(Jz⟨S⟩+ h)Si. (2.5)

Figure 1: A schematic illustrating the mean-field approximation (MFA) applied
in Ising model. The neighboring sites are treated as an averaged bath, hence the
SiSj interaction term is decoupled into an effective single-particle term described
by Heff .

This corresponds to the factorization

⟨[Si − ⟨S⟩][Sj − ⟨S⟩]⟩ = ⟨SiSj − ⟨S⟩Si − ⟨S⟩Sj + ⟨S⟩2⟩
= ⟨SiSj⟩ − ⟨S⟩(Si + Sj) + ⟨S⟩2
≡ 0

(2.6)
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2.1 Introduction to mean-field theory

which gives ⟨SiSj⟩ = ⟨S⟩(Si+Sj) (constant ⟨S⟩2 has been dropped). Conse-
quently, there are no more cross terms SiSj in Eq. (2.5), as we decoupled the
interaction term by heff, which is an approximation and the specific value
must be determined self-consistently. By now, the original Hamiltonian is
cast in the form

H =
∑

i

Hi, (2.7)

and can be solved exactly.

(b) Find the self-consistency condition. As the Hamiltonian is decoupled in the
form of Eq. (2.7), we transformed a complex lattice to a summation of a
series single sites. As a consequence, one only needs to focus on one of the
sites, e.g. ⟨Si⟩ = ⟨S⟩. In statistical mechanics, the probability that spin Si

takes a particular value is given by the Boltzmann distribution

P (Si) =
e−βHi

Z
=
eβheffSi

Z
. (2.8)

Since Si can only take values ±1, the partition function can be easily eval-
uated

Z =
∑

Si=±1

P (Si) = eβheff + e−βheff = 2cosh(βheff). (2.9)

With the partition function at hand, one can express the expectation value
of spin

⟨Si⟩ =
∑

Si=±1

SiP (Si) =
1

Z
(eβheff − e−βheff) =

sinh(βheff)

cosh(βheff)
= tanh(βheff).

(2.10)
From now on we denote the average spin ⟨Si⟩ = ⟨S⟩ as magnetization m,
and regard it as the so-called Weiss mean-field. The above equation becomes

m = tanh(βheff). (2.11)

Finally, substituting the expression for the effective field heff = (Jz⟨S⟩+h),
we arrive at the self-consistent equation for the mean-field m, which can be
solved iteratively

m = tanh(β(Jzm+ h)). (2.12)

(c) Solve the self-consistent equation. It is worth pointing out the reason why
Eq. (2.12) is referred to as a self-consistent equation. This originates from
the mean-field nature of the method. The right-hand side of the equation is
based on an important assumption: each spin only feels an averaged mean-
field represented by Jz⟨S⟩. Only with this assumption one can evaluate
the expectation value of the local spin via Eq. (2.10). On the left-hand
side, m stands for the real magnetization, by equating m and ⟨Si⟩, we
are essentially applying the mean-field approximation: expectation value
of local spin evaluated via a mean-field (input), is required to be equal to
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2.2 Hubbard model in infinite dimensions

the real magnetization (output). We hope to solve m via an expression
including m itself, therefore it is called self-consistent.

Iterative method is a commonly used approach to solve the above equation:

(i) Start with an initial guess for m, e.g m = m0.

(ii) Plug the guess solution into the RHS of Eq. (2.12) and obtain the
value m1.

(iii) Plug m1 into Eq. (2.12) again for the next iteration and so on.

(iv) Continue this process until the value of m converges, i.e. until |mn+1−
mn| is sufficiently small.

Figure 2: A flowchart of the iterative solution of the Ising self-consistent equation.

where J is the interaction strength between neighboring spins, which is taken
to be positive for ferromagnetism in our case, Si and Sj are the spins at lattice
sites i and j, and h is an external magnetic field. This model remains difficult to
solve, despite being classical, due to the correlated (interaction) term SiSj, which
results in ⟨SiSj⟩ ≠ ⟨Si⟩⟨Sj⟩.

The key approximation used in mean-field theory is to treat the interaction
as an overall mean-field. We assume that each spin only feels the average effect
from its neighbors, rather than considering each individual interaction. This
approximation leads to the following steps.

2.2 Hubbard model in infinite dimensions

In the following sections, the dynamical version of mean-field theory will be elabo-
rated by solving the typical and fundamental many-body model, i.e., the Hubbard
model. We will first discuss the scaling behavior, followed by the self-consistent
equation.
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2.2 Hubbard model in infinite dimensions

We consider the simplest model describing electron interactions in a solid,
namely, the single-band, spin-1

2
Hubbard model. The Hamiltonian is defined on

a cubic lattice in d dimensions, and we assume natural units with ℏ = kB = 1.

H = Hkin +Hint − µN

= −
∑

⟨i,j⟩,σ
tijc

†
iσcjσ + U

∑

i

ni↑ni↓ − µ
∑

iσ

niσ, (2.13)

where ⟨i, j⟩ denotes a sum over nearest neighbors, c
(†)
iσ the annihilation (creation)

operators of a conduction electron occupying site i and carrying spin σ, and niσ

the number operator. As for the parameters of the model, U is the Coulomb
interaction strength. In the Hubbard model, the basic assumption is that the
Coulomb interaction is strong enough (at least comparable to the kinetic energy,
or hopping amplitude tij) to be screened by the lattice, making it a purely local
term in the Hamiltonian. µ is the chemical potential, and tij are the hopping
amplitudes. In this chapter, we consider an isotropic hopping, i.e., tij = t. Since
the kinetic term is a quadratic form of creation/annihilation operators and is
defined on a periodic lattice, Hkin can be diagonalized by Fourier transformation.

c
(†)
iσ =

1√
N

∑

k

e(±)ikRic
(†)
iσ , (2.14)

which gives the kinetic term in momentum representation

Hkin =
∑

kσ

εknkσ, (2.15)

where εk is the tight-binding dispersion relation, for a cubic lattice in d dimension,
it reads

εk = −2t
d∑

α=1

coskα. (2.16)

The number of nearest neighbors is defined as the coordination number z = 2d
(for a hypercubic lattice). It is clear that the kinetic energy depends on d, and
consequently on z. Thus, when we take the infinite z limit, as we did for the Ising
model, the kinetic energy εk diverges as well. The Hubbard model considers the
competition between mobility (t) and localization (U) of electrons. To maintain
this competition and avoid divergence, a rescaling of t is necessary. On the other
hand, the chemical potential and Coulomb interaction terms are independent of
dimension, so no rescaling is needed for µ and U .

To find an appropriate scaling, we require the width of the non-interacting
density of states to be independent of dimension d.

ρ0(ε) =
1

N

∑

k

δ(ε− εk) =

∫ π

−π

ddk

(2π)d
δ(ε− εk). (2.17)

The width is defined as the variance of the distribution

σ2 =

∫ ∞

−∞
dερ0(ε)ε

2 = 2t2d. (2.18)
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2.2 Hubbard model in infinite dimensions

Let the width be a constant and relabel it

2t2d = const ≡ (t∗)2. (2.19)

One obtains the scaling for t

t =
t∗√
2d

=
t∗√
z
. (2.20)

As a result, the rescaled Hubbard model is

H = − t∗√
z
c†iσcjσ + U

∑

i

ni↑ni↓ − µ
∑

iσ

niσ, (2.21)

possessing a well-defined z → ∞ limit and maintaining the competition between
Hkin and Hint.

Another way to derive this scaling is through a diagrammatic approach. One
expresses the kinetic energy as the summation of propagators Gij.

Ekin ≡ −
∑

⟨ij⟩

t∗√
z
⟨c†icj⟩ = − lim

t→0+

∑

⟨ij⟩

t∗√
z

∫ ∞

−∞

dω

2πi
Gij(ω)e

iωt. (2.22)

As the sum over nearest neighbors gives an order z, and we expect the kinetic
energy per site to be order 1 for infinite dimension, Gij has to scale like

Gij ∝ O(
1√
z
), for|i− j| = 1,

Gii ∝ O(1).

(2.23)

The above scaling leads to a crucial property of dynamical mean-field theory,
namely the local nature of self-energy. This can be well illustrated by the pertur-
bative expansion in real space [10, 11].

Figure 3: Example of second order diagram, each propagator contributes z−1/2,
three give z−3/2. While the summation over the nearest neighbors gives z, finally
leads to a factor of z−1/2. When z → ∞, all the diagrams higher than second
order collapse.

In Fig. 3, two different internal vertices are connected by at least three indepen-
dent propagators, which gives a factor of (1/

√
z)3 = z−

3
2 . Since the summation

over nearest neighbors introduces a factor of z, the resulting non-local contribu-
tion from the skeleton expansion decays as z× z−

3
2 = z−

1
2 , and all diagrams with
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2.3 Green’s function and self-energy

higher-order interactions eventually collapse to a single-site propagator in the in-
finite z limit. As a consequence, the self-energy becomes a purely local quantity
in real space.

Σij(ω) → Σij(ω)δij, (2.24)

as it is fully diagonal in real space representation, the Fourier transform is mo-
mentum independent

Σk(ω) → Σ(ω). (2.25)

The locality of Σ(ω) is reminiscent of the Ising mean-field m = ⟨S⟩, which is
also a local quantity and encodes interactions between a site and its neighbors. It
turns out that the so-called hybridization function Γ(ω), defined from an effective
impurity model, plays the same role as the Weiss mean-field. Γ(ω) consists of
Σ(ω), and both are solved self-consistently in the DMFT procedure.

2.3 Green’s function and self-energy

Before we elaborate on the practical procedure of DMFT, it is necessary to for-
mally define the Green’s function, self-energy, and spectral function.

The Green’s function is a central concept in many-body physics, describing
the propagation of an electron or excitation in a system. The retarded Green’s
function captures the probability amplitude of an electron’s motion in space and
time.

GR
ij(t) = −iΘ(t)

〈
{ci(t), c†j(0)}

〉
, (2.26)

where Θ(t) is the Heaviside function, and c
(†)
i (t) annihilates (creates) an electron

occupying site i at time t. Here, the Green’s function is defined in the real-space
representation. Orbital and spin quantum numbers can be included within the
subscript but are omitted in our definition for simplicity.

The Green’s function in the frequency domain and momentum representation
is more commonly used in DMFT.

GR(k, ω) =
∑

ij

∫ ∞

−∞

dt

2π
eiωteik(Ri−Rj)GR

ij(t). (2.27)

The local Green’s function G(ω) plays a crucial role in DMFT and describes the
electronic correlations by mapping a lattice problem to an impurity problem.

G(ω) =
1

N

∑

k

G(k, ω)

=

∫

BZ

ddk

(2π)d
G(k, ω),

(2.28)

which is an average over the first Brillouin zone and we have omitted the super-
script R.
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2.4 Effective impurity problem

The self-energy represents the effects of interactions between electrons. It
modifies the bare Green’s function into the interacting Green’s function. The re-
lationship between Green’s function and self-energy is given by Dyson’s equation

G(k, ω) =
1

ω + µ− εk − Σ(ω)
. (2.29)

Here ω ≡ ω + iδ is implied to ensure causality and guarantees the convergence
of the Fourier transformation in Eq. (2.27). µ is chemical potential, εk is the
non-interacting dispersion and Σ(ω) the self-energy. One can easily tell the rem-
iniscent of free Green’s function via the Dyson’s equation

G(0)(k, ω) =
1

ω + µ− εk
. (2.30)

Σ(ω) modifies the non-interacting Green’s function by adding itself to the disper-
sion. Since Σ(ω) is purely frequency-dependent, this simplification, as discussed
in the previous section, is a key aspect of DMFT, where a local quantum impurity
model is solved self-consistently.

The spectral function provides direct insight into the density of states and
the excitations of the system. It is related to the imaginary part of the Green’s
function by:

A(k, ω) = − 1

π
ImG(k, ω). (2.31)

A(k, ω) gives the probability of adding or removing an electron with a specific
energy and momentum. It reveals the structure of quasiparticle peaks, which
describe coherent excitations, as well as incoherent features such as Hubbard
bands.

In this thesis, A(k, ω) provides key information about correlated systems, such
as the formation of a Mott gap, the presence of quasiparticle states near the Fermi
level, and other features arising from strong correlations.

As it serves the role of the density of states (DOS), which is a distribution
function describing the probability of finding an electron at a given frequency
(and thus energy in natural units) ω, A(ω) is normalized to 1.

∫ ∞

−∞
dωA(ω) = 1. (2.32)

Here A(ω) is from local Green’s function G(ω), which is summed over k and is
only frequency relevant.

2.4 Effective impurity problem

Given the definitions of self-energy and Green’s function, we now discuss how
to compute these central quantities. A significant simplification was proposed in
1992 by A. Georges and G. Kotliar [3]: a lattice model, such as the Hubbard
model, can be mapped onto an effective quantum impurity model and solved in
a self-consistent manner.
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2.4 Effective impurity problem

This idea naturally arises from the locality of Σ(ω) in infinite dimensions [11].
As discussed in Section 2.2, the self-energy freezes out the momentum dependency
when d→ ∞ and becomes completely local: Σk(ω) = Σ(ω). This provides a pic-
ture where a single site, with on-site Coulomb interaction Un↑n↓, is surrounded
by an infinite number of neighbors as the dimension becomes infinite. The num-
ber of neighbors is so large that the local environment becomes very similar for
all sites. Consequently, the relative position of a site becomes less important,
as the hopping to each individual neighbor becomes weaker (t ∼ 1/

√
d). The

contribution from each neighboring site tends to average out, resulting in a local
environment that is spatially homogeneous.

Figure 1.4: One site from the lattice on the left (representing the single-band Hubbard model)
is singled out (z ! 1 limit) and embedded into an e↵ective bath on the right, which is self-
consistently determined. The e↵ect of the bath on the impurity is described by the hybridization
function �(!). The red box illustrates the fact that the local quantum fluctuations are taken
in full account. Figure from [48].

(iv) update the hybridization function �out(!) = Im(Glatt(!)�1 + ⌃(!))

(v) repeat from step (ii) until convergence, that is until |�in(!) � �out(!)| < �, where
the tolerance � is often set to 10�3.

The central point now is how accurately and e�cently we can solve the impurity
problem, which is still a non-trivial complex many-body problem. In this thesis, as said
before, we use the Bethe DOS which allows to avoid the numerical integration of step (iii)
and to find a direct relation between the hybridization function and the lattice spectral
function [41],

Glatt(!) =
2

D2

⇣
⇠ � i

p
D2 � ⇠2

⌘
!
= Gimp =

1

⇠ ��(!)

D2

2
⇣
⇠ � i

p
D2 � ⇠2

⌘ = ⇠ ��(!)

⇠ � i
p

D2 � ⇠2

2
= ⇠ ��(!)

=) �(!) =

⇣
⇠ � i

p
D2 � ⇠2

⌘

2
=

D2

4
Glatt(!) .

(1.39)

Therefore, since �(!) = � Im�(!) and A(!) = � 1
⇡

Im Glatt(!), we get

�(!)

⇡
=

D2

4
A(!) . (1.40)

Over the past decades many techniques to solve quantum impurity problems have
become available. Quantum Monte Carlo (QMC) methods are widely spread [15] and the
continuous time formulation (CTQMC) is particularly used for solving quantum impurity
problems [9]. Its main advantages are that it is numerically exact (in the statistical sense),
its scaling to multi-orbital models is not so disadvantageous and is easily parallelizable.

19

Figure 4: Upper panel: Mapping a lattice problem onto an effective impurity
model, where the impurity site (red circle) interacts with a bath through the
hybridization function, Γ(ω). Lower panel: In single-site DMFT, only temporal
correlations of the system are captured. The figure is taken from Ref. Stadler2013.

The goal of DMFT is to find out an approach to calculate Σ(ω), to be more
specific the lattice self-energy Σlatt(ω). It is defined from the full interacting
Green’s function via Dyson’s equation

Glatt(k, ω) =
1

ω + µ− εk − Σlatt(ω)
. (2.33)

The local (also known as site-diagonal) Green’s function can be obtained by either
summing over k, or integrating over ε via a weight ρlatt(ω), i.e. density of states

Glatt(ω) =

∫

BZ

ddk

(2π)d
Glatt(k, ω)

=

∫ +∞

−∞
dε

ρlatt(ω)

ω + µ− ε− Σlatt(ω)
.

(2.34)
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2.4 Effective impurity problem

To compute Σlatt(ω) an auxiliary impurity problem is considered via the action
[3]

Simp = U

∫ β

0

dτn↑(τ)n↓(τ)−
∫ β

0

dτ

∫ β

0

dτ ′
∑

σ

c†σ(τ)G
−1
0,imp(τ − τ ′)cσ(τ

′). (2.35)

Here G0,imp is the bare Green’s function excluding Coulomb interaction on the
impurity site. But it has to be pointed out that G0,imp includes hybridization
caused by hopping to the environment, i.e ∆(ω)

G−1
0,imp(ω) = ω + µ−∆(ω). (2.36)

The impurity has its corresponding self-energy Σimp(ω) from U term as well.
Consequently, the full interacting Green’s function of this impurity problem is
given by

Gimp(ω) =
1

G0,imp(ω)−1 − Σimp(ω)
=

1

ω + µ−∆(ω)− Σimp(ω)
. (2.37)

DMFT requires that the full interacting Green’s function of the original lattice
model Eq. (2.34) coincides with that of impurity problem Eq. (2.37). This reads:

Gimp(ω)
!
= Glatt(ω). (2.38)

In this sense, self-energies coincide as well

Σimp(ω) = Σlatt(ω). (2.39)

as local interactions are the same Un↑n↓ and only local effects enter the self-
energy. As a result, the lattice Green’s function Eq. (2.40) combined with Eq.
(2.37) and Eq. (2.38) can be cast into

Glatt(ω)
!
=

∫ +∞

−∞
dε

ρlatt(ω)

ω + µ− ε− Σimp(ω)

=
1

ω + µ−∆(ω)− Σimp(ω)
.

(2.40)

One should note that the nature of the lattice enters the above equation only
through the density of states ρlatt(ω), and on the right-hand side, the lattice self-
energy is replaced by the impurity self-energy. The equation above is referred
to as a mean-field equation, which resembles Eq. (2.12) in the Ising mean-field
solution, m = tanh(βheff). The right-hand side (RHS) represents the input of
a trial solution, i.e., heff or ∆(ω), while the left-hand side (LHS) represents the
quantity one wants to calculate, i.e., m or Glatt(ω). The equation is considered
converged only when the LHS coincides with the RHS. With an initial guess
for ∆(ω), the solution for Σimp(ω) can be initiated via an impurity model, thus
continuing the self-consistent process.

12



2.4 Effective impurity problem

Eq. (2.38) is also known as the DMFT self-consistent condition and has a
natural physical interpretation. As a mean-field approach that freezes out spatial
fluctuations Σk(ω) = Σ(ω), one-particle properties can be obtained by focusing on
a single fixed site of the lattice Glatt(ω) = Gimp(ω) [3], and this site is regarded as
the impurity embedded in a non-interacting bath. Given that the original model
is itinerant, one must take temporal fluctuations into account (hence the term,
dynamic). The fixed site undergoes fluctuations between empty, singly occupied,
and doubly occupied states. Such quantum dynamical processes are effectively
described by ∆(ω), which encapsulates the hybridization between the impurity
and the bath. Therefore, ∆(ω) can be regarded as the effective mean-field heff
that interacts with the local spin S in the Ising model.

Single impurity Anderson model (SIAM)

The effective impurity problem corresponding to the single-band Hubbard model
is the single impurity Anderson model (SIAM) [12]

HSIAM = Hbath +Himp +Himp−bath

=
∑

σk

εkb
†
kσbkσ

+
∑

σ

εff
†
σfσ + Uf †

↑f↑f
†
↓f↓

+
∑

kσ

Vk(f
†
σbkσ + b†kσfσ),

(2.41)

where f
(†)
σ annihilates (creates) an electron with spin σ at the impurity site,

b
(†)
kσ corresponds to annihilation (creation) operator of the non-interacting bath
electrons. Hybridization between the impurity and the bath is described by Vk.
As the bath terms are quadratic, they can be integrated out from HSIAM , yielding
an effective Hamiltonian that contains impurity operators f

(†)
σ only, hopping in

and out the impurity is described by a hybridization function ∆(ω), the expression
can be derived via functional integral as follows.

We now ignore the Coulomb interaction term and focus on the non-interacting
parts only, the action is

S0 =

∫ β

0

dτ
∑

k

{b†k(τ)(∂τ + εk)bk(τ)+ εff †(τ)f(τ)+Vk[f
†(τ)bk(τ)+ b

†
k(τ)f(τ)]}.

(2.42)
For simplification, subscripts of spin are omitted. We first go to Matsubara
frequency space via Fourier transformation

bk(τ) =
1√
β

∑

iωn

bk(iωn)e
−iωnτ , (2.43a)

f(τ) =
1√
β

∑

iωn

f(iωn)e
−iωnτ . (2.43b)

13



2.4 Effective impurity problem

The action becomes

S0 =
∑

k,iωn

b†k(iωn)(iωn − εk)bk(iωn) + εdf
†(iωn)f(iωn)

+ Vk[b
†
k(iωn)f(iωn) + f †(iωn)bk(iωn)].

We want to integrate out bk field and make it decouple from f field, hence we
define

Bk = bk +
fVk

iωn − εk
, (2.45a)

B†
k = b†k +

V ∗
k f

†

−iωn − εk
. (2.45b)

Substituting B
(†)
k field to the action yields

Simp−bath =
∑

k,iωn

B†
k(iωn − εk)Bk + f †(iωn − εf −

V 2
k

iωn − εk
)f. (2.46)

Note in the first term, the auxiliary field Bk is completely decoupled from f ,
in the second term, f field acquires additional momentum-dependency, encoding
the hybridization between f and bk.

Given the decoupled action Simp−bath, Bk term can be integrated out, yielding
an effective action merely about f

Z0 =

∫
D[B†

k, Bk]

∫
D[f †, f ]e−Simp−bath

=

∫
D[B†

k, Bk] exp{−
∑

k,iωn

B†
k(iωn − εk)Bk}

×
∫
D[f †, f ] exp{−

∑

k,iωn

f †(iωn − εf −
V 2
k

iωn − εk
)f}

= det(iωn − εk)

∫
D[f †, f ]e−Seff .

(2.47)

Finally we arrive at the effective action

Seff = −
∑

k,iωn

f †(iωn − εf −
V 2
k

iωn − εk
)f, (2.48)

and define the hybridization function

∆(ω) =
∑

k

V 2
k

ω − εk
, (2.49)

note that we have transferred from Matsubara frequency back to real frequency,
where ω ≡ ω + iδ is implied. Since ∆(ω) is causal and analytic in the upper
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2.5 The self-consistency procedure

complex half-plane, the real part and imaginary part are related via the Kramers-
Kronig relations, thus only the imaginary part is considered conventionally.

Γ(ω) = −Im∆(ω) = π
∑

k

V 2
k δ(ω − εk). (2.50)

From now, Γ(ω) instead of ∆(ω) plays the role of hybridization function, and is
the analogy of the Weiss field in Ising mean-field solution. As discussed before,
Γ(ω), Σ(ω) and hence Glatt(ω) have to be determined self-consistently.

2.5 The self-consistency procedure

As explained in the last section, now the hybridization function is defined as Eq.
(2.50). Combined with Eq. (2.40) we have

Γ(ω) = −Im∆(ω)

= Im(G−1
latt(ω) + Σ(ω)),

(2.51)

here Σ(ω) = Σimp(ω) = Σlatt(ω). An iterative procedure that resembles Ising
mean-field solution in section 2.1 can be devised

(i) initiate the DMFT procedure with a guess hybridization Γin(ω)

(ii) solve the impurity problem with input Γin(ω) to determine Σ(ω)

(iii) evaluate the local lattice Green’s function Glatt(ω) =
∫
BZ

ddk
(2π)d

1
ω+µ−εk−Σ(ω)

(iv) update the hybridization function Γout(ω) = Im(G−1
latt(ω) + Σ(ω))

(v) compare Γout and Γin, if it converges, break out the procedure. If not, repeat
from (ii) and take Γout as the input hybridization untill convergence
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2.5 The self-consistency procedure

Figure 5: A flowchart illustrating the DMFT procedure: Starting with a trial
hybridization function Γguess(ω), the impurity model is solved to obtain the self-
energy Σ(ω), with which the lattice Green’s function and the impurity Green’s
function are then equated. This process is iteratively repeated until the hybridiza-
tion function converges.

In recent decades, a variety of techniques have been developed to address quan-
tum impurity problems. Among these, Quantum Monte Carlo (QMC) methods,
especially the continuous-time version (CTQMC), have gained widespread use
due to their statistical accuracy, scalability to multi-orbital models, and straight-
forward parallel implementation [13]. While CTQMC is a powerful approach,
its reliance on imaginary-time data necessitates analytic continuation, a process
known to be numerically unstable, which compromises the precision of spec-
tral functions. Furthermore, QMC methods become computationally demanding
at low temperatures and are significantly affected by the sign problem, which
poses severe challenges for solving certain multi-orbital problems due to its ex-
ponentially increasing sampling complexity. This thesis mainly studies the zero-
temperature behavior of the (three-band) Hubbard model, and consequently, a
more suitable impurity solver is needed.

The Numerical Renormalization Group (NRG) method, pioneered by Wilson
[7], is exploited as a primary tool for solving quantum impurity problems. NRG
offers the distinct advantage of delivering results directly on the real-frequency
axis while also achieving very low energy or temperature resolutions. The main
challenge with NRG lies in its limited scalability for multi-orbital models. Nev-
ertheless, our research group utilizes an advanced NRG code developed by S.-
S.B. Lee, which is optimized to handle complex systems through the use of both
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2.6 Cluster extensions

Abelian and non-Abelian symmetries, using the tensornetwork library developed
by A.Weichselbaum [14, 15, 16]. By exploiting these symmetries to the fullest
extent, the computational efficiency is significantly enhanced, enabling the treat-
ment of intricate multi-orbital scenarios. In the following chapter, we will provide
a brief introduction to the fundamental principles of NRG.

2.6 Cluster extensions

Since single-site DMFT ignores all the momentum dependence of the self-energy
by averaging over the entire Brillouin zone, spatial correlations are lost. Never-
theless, there are some extension schemes to improve this drawback. Two typical
methods are cellular dynamical mean-field theory (CDMFT) [4] and dynamical
cluster approximation (DCA) [6]. In order to acquire and retain non-local cor-
relations within the cluster, CDMFT clusterizes the lattice into small clusters in
real space whereas DCA perform such clusterization in momentum space.

As shown in Fig. 6, the position of each cluster is labeled by x, while the
position within the cluster by X. In momentum space, k and K label the
momentum with respect to x and X.

Figure 6: Left panel: A square lattice partitioned into dimers, with x denoting
the unit cell positions andX representing the intracell coordinates. Right panel:
The corresponding Brillouin zone divided into two patches, where k specifies the
lattice momentum and K indicates the superlattice momentum.

Cellular dynamical mean-field theory (CDMFT)

In CDMFT [17], the original lattice is firstly tiled into a superlattice containing
Nc sites. The translational symmetry is retained in the superlattie but violated
because of the clusterization. Consequently, the Green’s function and self-energy
are formulated as Nc × Nc matrices, labeled by intra-cluster indices Xi and Xj.
The full Green’s function has the form:

G(k, ω) = {G−1
0 (k, ω)−Σ(k, ω)}−1, (2.52)
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2.6 Cluster extensions

where G0(k, ω) is non-interacting Green’s function

G0(k, ω) = {(ω + µ)1− t(k)}−1. (2.53)

Here the intra-cell hopping is captured by matrix element t(k)XiXj
, which is the

Fourier transform of the lattice dispersion εk+K with respect to the supermo-
mentum K

t(k)XiXj
=

1

Nc

∑

K

exp (i(k + K) (X i −Xj)) εk+K . (2.54)

Take Nc = 2 as an example, in this case the lattice is clusterized into two-site
dimers along ex. As a result, X1 = 0,X2 = ex and K1 = 0,K2 = 2π

Nc
ex.

Inserted into Eq. (2.54) this yields

t(k) =

(
0 eikxεk

e−ikxεk 0

)
. (2.55)

The exponential factor e±ikx arises from the wave nature of the electron and ex-
plicitly breaks the translational invariance within the cluster. When the electron
hops from X1 to X2, it acquires a phase factor e+ikx , and when it hops from X2

to X1, it acquires the opposite phase e−ikx . Additionally, the dimers arranged
along ex also break the inter-cell symmetry.

Moreover, the self-energy Σ(k, ω) within the DMFT framework is to be solved
self-consistently from an effective impurity model. However, the impurity self-
energy is purely a function of frequency. Therefore, we continue to apply the
dynamical mean-field approximation (DMFA), i.e., Σ(k, ω) ≈ Σ(ω), so that only
t(k) depends on momentum. With the above equations, the local Green’s func-
tion now reads:

Glatt(ω) =

∫

BZ

ddk

(2π)d
{G−1

0 (k, ω)−Σ(ω)}−1. (2.56)

The self-consistent procedure follows in the same way as described in single-site
DMFT. The only difference in this case is that the corresponding impurity model
is the two-impurity Anderson model (2IAM), rather than SIAM.

H = Hcluster +Hbath +Hhyb,

Hcluster = −t
∑

σ

(
c†1σc2σ + h.c.

)
+ U

∑

α

nα↑nα↓ − µ
∑

α,σ

nασ,

Hbath =
∑

α,k,σ

εkαa
†
kασakασ,

Hhyb =
∑

α,β,k,σ

(
Vkαβc

†
ασakβσ + h.c.

)
.

(2.57)

Here, α, β = 1, 2 are cluster indices. The hybridization function follows a similar
form as Eq. (2.49):

∆αβ(ω) =
∑

γ,k

VkαγV
∗
kβγ

ω − εkγ
. (2.58)
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2.6 Cluster extensions

After the solution of the impurity model is initiated by a guess for the hybridiza-
tion function ∆(ω), one obtains Σ(ω) and can evaluate the cluster (impurity)
Green’s function

Gcluster(ω) = {(ω + µ)1− t · σx −∆(ω)−Σ(ω)}−1, (2.59)

where t ·σx describes the intra-cell hopping. Equating Eq. (2.56) and Eq. (2.59)
gives the self-consistence equation

Gcluster(ω)
!
= Glatt(ω). (2.60)

This is reached by iterating the 2IAM with hybridization function Γ(ω), defined
by

∆(ω) = (ω + µ)1− t · σx −G−1
cluster(ω)−Σ(ω),

Γ(ω) = −Im∆(ω).
(2.61)

The self-energy Σ(ω) is not necessarily diagonal in momentum space, as clusteri-
zation breaks the translational invariance. Therefore a reperiodization scheme is
needed, see Ref. [18] and Ref. [19].

Dynamical cluster approximation (DCA)

In CDMFT, translational invariance over the entire lattice is broken by clusteri-
zation, as only surface sites hybridize with the host [6]. Therefore, the dynamical
cluster approximation (DCA) is introduced to address this issue and can restore
intra-cell translational invariance. The cause of this violation can be traced back
to Eq. (2.54), where the phase factor e±ikx explicitly breaks translational sym-
metry. To recover translational invariance within the cluster, another Fourier
transform is applied

t(k)DCA
XiXj

= t(k)XiXj
e−ik(Xi−Xj)

=
1

Nc

∑

K

exp (iK (X i −Xj)) εk+K

=

(
0 εk
εk 0

)
.

(2.62)

Such a Fourier transform is equivalent to a periodic boundary condition within
each cluster. Now the phase factors e±ikx in Eq. (2.54) are eliminated, and these
hopping integrals retain translational invariance within the cluster, hence the
lattice Green’s function becomes diagonal in cluster Fourier space

Glatt(K,k, ω) = {ω + µ− εK+k − Σ(K, ω)}−1. (2.63)

Here, the notation for Green’s function and self-energy is no longer in bold font,
in contrast to Eq. (2.52), because the matrix is diagonal, and the supperlattice
momentum K, playing the role of diagonal indices Ki, suffices to indicate the
matrix element. Straightforwardly, the local Green’s function reads

Glatt(K, ω) =

∫

Pi

ddk

ΩPi

{ω + µ− εK+k − Σ(K, ω)}−1, (2.64)
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where Pi denotes the momentum patch in Brillouin zone, corresponding to sup-
perlattice momentum Ki. ΩPi

is the volume of patch Pi. A possible division of
Brillouin zone is shown in the right panel of Fig. 6, number of patches equals the
number of cluster sites Nc. A larger Nc leads to a larger cluster, hence takes more
spacial correlations into account.

To complete the DMFT self-consistence procedure, one still needs the cluster
Green’s function

Gcluster(K, ω) = {ω + µ− ε̄K −∆(K, ω)− Σ(K, ω)}−1, (2.65)

where ε̄K is the integrated dispersion over the patch covering K:

ε̄K =

∫

Pi

ddk

ΩPi

εK+k. (2.66)

Equating Eq. (2.65) and Eq. (2.66) gives the self-consistency equation

Gcluster(K, ω)
!
= Glatt(K, ω). (2.67)

The hybridization function can be extracted from Eq. (2.66) and fed into the
next round of 2IAM solution until it converges.

In DCA, even though the periodicity is restored within each momentum patch
Pi, one has to note that the continuity between patches is lost. Thus we need
interpolation.

Interpolation schemes

As DCA divides the momentum space into discrete patches, each patch is mapped
to a cluster momentum Ki. This allows DCA to approximate the full lattice by
solving a finite-sized cluster. In this thesis, a dimer consisting of two impurity
sites is implemented, which results in a dichotomy of the Brillouin zone, with rel-
evant quantities labeled by ±, corresponding to the central and border regions,
as shown in the right panel of Fig. 6. However, it is necessary to post-process
the resulting self-energies Σ±(ω) on these discrete patches P±. An interpolation
scheme is required to bridge the lattice self-energy Σlatt(k, ω), defined in continu-
ous momentum space, and the patch self-energies Σ±(ω), which only account for
a few momentum points.

A standard method Σ interpolation reads [5]

Σlatt(k, ω) = α+(k)Σ+(ω) + α−(k)Σ−(ω), (2.68)

where α±(k) are weights with respect to the patches P±, and insert momentum
dependency by

α±(k) =
1

2
{1± 1

2
[cos(kx) + cos(ky)]}. (2.69)

The cosine function [cos(kx) + cos(ky)] originates from the dispersion of a square
lattice

εk = −2t
d∑

i=1

cos(ki). (2.70)
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Such a weight factor reflects the underlying symmetry and periodicity of the 2D
square lattice, and ensures that the interpolation respects the lattice geometry.

When k falls in the inner patch P+, which is close to K+ = (0, 0) point, the
weight function α+(k) gives a maximum, likewise when k falls in the outer patch
that contains K− = (π, π), α+(k) dominates.

α+(k → K+) =
1

2
{1 + 1

2
[cos(0) + cos(0)]} = 1,

α−(k → K−) =
1

2
{1− 1

2
[cos(π) + cos(π)]} = 1.

(2.71)

In other words, the weight function α±(k) maximizes whenever k encounters
representative momenta K± in each patch P±, reproduces the value of Σ±(ω)
faithfully and takes the original lattice symmetry into account when k goes away
K±.

In this thesis, an alternative interpolation scheme, cumulant M interpolation
is used. It obeys the similar principle as Σ interpolation, but interpolates the
other quantity, i.e. cumulant Mlatt(k, ω) rather than Σlatt(k, ω)

Mlatt(k, ω) = α+(k)M+(ω) + α−(k)M−(ω), (2.72)

here M±(ω) resemble a propagator without dispersion but includes self-energy

M± =
1

ω + µ− Σ±(ω)
. (2.73)

From Mlatt(k, ω), it is then possible to extract a lattice self-energy

Σlatt(k, ω) = ω + µ−Mlatt(k, ω)
−1. (2.74)

To summarize, Σ interpolation is more suitable for weak coupling, as it corre-
sponds to an expansion around the free electron limit, whereas M interpolation
works better at strong coupling [5], as the cumulant is more local than the self-
energy itself when it is close to a Mott insulating state.
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3 Numerical Renormalization Group (NRG)

3.1 Introduction to NRG

The Kondo effect is a fascinating phenomenon in condensed matter physics [20],
characterized by the behavior of magnetic impurities in a metal. It emerged from
the quantum impurity model, which describes the interaction between a localized
magnetic moment (the impurity) and the conduction electrons in a metallic host.
The Kondo effect cannot be simply deduced, but requires a deeper understanding
of the complex correlations that arise when the impurity’s magnetic moment
interacts with the surrounding electronic environment. Specifically, the screening
of the impurity’s magnetic moment occurs below a characteristic temperature
known as the Kondo temperature (TK), necessitating sophisticated numerical
techniques to investigate.

One such technique is the Numerical Renormalization Group (NRG), a fully
non-perturbative method developed by K.G. Wilson in the 1970s [7]. NRG has
significantly advanced our understanding of the Kondo effect and related phe-
nomena. Designed specifically for quantum impurity systems, NRG has evolved
into the most reliable numerical algorithm for analyzing these systems, where
one or more interacting magnetic impurities, characterized by a limited num-
ber of degrees of freedom and arbitrary interaction forms, are coupled to a
non-interacting metallic bath. Although each component—the impurity and the
metallic bath—can, in principle, be solved exactly, the coupling between them
gives rise to intricate correlation effects that cannot be easily resolved.4.3 Key points of the Wilson chain mapping 33

(a) (b)

(c)

(d)

Figure 4.1: Sketch of the key points of the mapping to the Wilson chain for constant hy-
bridization V and, thus, constant hybridization function �(!). Panel (a) shows the initial
model where the impurity (red) is coupled by V (light blue) to the Fermi sea (dark blue)
with constant hybridization function. In panel (b) the energy band has been logarithmi-
cally discretized with ⇤ = 2 and each interval is represented by a single state (dark blue
circles) which give rise to the same hybridization function due to the altered couplings.
The final Wilson chain is depicted in panel (c) where the coupling between the impurity
and the first Wilson site is again given by V . The thinning bonds between the sites de-
pict the exponentially decreasing couplings of order ⇤�n

2 . In panel (d) we depict the shell
structure of the wave functions corresponding to the Wilson sites. For increasing Wilson
site index n the respective wave functions have support only within a spherical shell with
exponentially growing size.

solved iteratively as will be explained in the next section. For a Wilson site with index n
the typical energy resolution introduced through this site is given by 3

�n ' tn�1 = 1
2
(1 + ⇤�1)⇤�n�1

2 ⇠ ⇤�n
2 , (4.22)

characterizing the typical spacing between the few lowest-lying states of a Wilson chain of
finite length n with n sufficiently large.

For a non-interacting Fermi sea with M particles (and size L / M) the mean single-
particle level spacing at the Fermi energy scales like 1/M . According to Fermi liquid theory
(see Sec. 2.1) this also holds for the interacting case. Thus, we may conclude that �n / 1/M
and so

M / ⇤
n
2 , L / ⇤

n
2 , (4.23)

3For historical reasons we are using the exact formula in Eq. (4.17) which does not make any difference
as it is only an estimate anyway.

Figure 7: (a) Impurity model: an impurity coupled to a bath with strength V ,
the hybridization in frequency domain is described by ∆(ω). (b) Logarithmic
discretization of the frequency axis. (c) Mapping to a Wilson chain, where the
impurity is coupled to the first bath site with strength V , hopping amplitudes
between the chain sites decrease exponentially. (d) Physical interpretation of
Wilson chain: a sequence of shells with exponentially growing radius, centering
around the impurity site. The figure is taken from Ref. [21]
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3.2 The Single impurity Anderson model (SIAM)

The versatility of impurity models allows for the exploration of a vast array
of physical phenomena by varying system parameters and energy scales. As a
renormalization group method, NRG effectively addresses these varying energy
scales through successive diagonalization from high to low energies, making it a
suitable candidate for impurity problems. Typically, any introduction to NRG
follows a consistent structure, encompassing logarithmic discretization, mapping
to a semi-infinite Wilson chain, and iterative diagonalization processes.

To illustrate the NRG methodology, it is logical to start with a prototype
model, i.e. the single-impurity Anderson model (SIAM). This model enables
a clear explanation of the standard NRG procedure without the complications
introduced by multi-orbital systems. Multi-orbital effects are considered further
in section 4.4).

An important consideration in impurity systems is the role of the geometry
and dimensionality of the bath in which the impurity resides. Dimensionality
profoundly influences the physical properties of many correlated systems. How-
ever, impurity systems can be treated as essentially one-dimensional problems,
as the impurity interacts with a single channel of the bath. This issue will be
addressed in detail when we discuss the mapping to a semi-infinite chain. The
structure of this chapter aligns closely with Chapter 12 in Ref. [22], authored by
Ralf Bulla.

3.2 The Single impurity Anderson model (SIAM)

The Hamiltonian of a most general quantum impurity model [12] consists of
three parts, the interacting impurity Himp, the non-interacting bath Hbath, and
the coupling between them Himp−bath

H = Himp +Hbath +Himp−bath. (3.1)

For single band impurity model, the impurity Hamiltonian Himp contains only
a single level with the on-site energy εff

†
σfσ, and a Coulomb interaction term

Uf †
↑f↑f

†
↓f↓. Two electrons occupying the same site must have opposite spin σ =↓

and σ =↑ due to Pauli’s exclusion principle. Consequently one has

Himp =
∑

σ

εff
†
σfσ + Uf †

↑f↑f
†
↓f↓, (3.2)

with f † annihilation (creation) operators for a electronic state with spin σ on the
impurity site

The general form of the non-interacting bath Hbath is as follows:

Hbath =
∑

σ

∑

l

εlc
†
lσclσ +

∑

σ

∑

ij

tij(c
†
iσcjσ + c†jσciσ), (3.3)

where εl denotes the on-site energy at site l and tij the hopping between site i
and j.
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3.2 The Single impurity Anderson model (SIAM)

The impurity only couples to site i = 0 by construction, consequently the
coupling term is written in the form Himp−bath:

Himp−bath = V
∑

σ

(f †
σc0σ + c†0σfσ). (3.4)

With hybridization strength V . General coupling to even more bath sites will be
discussed below.

The above Hamiltonian of SIAM is defined at lattice sites in real space, the
transformation from real space to momentum space can be done by Fourier trans-
form if the system has transitional symmetry in space. For simplicity of notation,
we assume that the bath has a finite size, therefore the transform to momentum
representation is realized by diagonalizing Hbath, firstly we denote it in matrix
form:

Hbath =
∑

σ

c⃗σ
†T c⃗σ, (3.5)

with c⃗† a row vector consisting of creation operators c†lσ, l runs over all the lattice
sites of an arbitrary geometry. T is the matrix built up by on-site energies {εl}
and hopping amplitudes {tij}.

Since the bath is non-interacting, the matrix T can be diagonalized by a unitary
matrix A:

(A†TA)kq = εkδkq, (3.6)

whose column vectors form components of bases in k-representation, i.e.

ciσ =
∑

k

aikbkσ, c†iσ =
∑

k

a∗ikb
†
kσ, (3.7)

and now Hbath is written as

Hbath =
∑

σk

εkb
†
kσbkσ (3.8)

For the site i = 0, we insert the transformed c
(†)
0σ to the coupling Hamiltonian Eq.

(3.4) , it gives the hybridization in k-representation with Vk = V a0k.

Himp−bath =
∑

kσ

Vk(f
†
σbkσ + b†kσfσ). (3.9)

The Green’s function of the impurity G(ω) = ⟨⟨f, f †⟩⟩ω can be derived by
using equation of motion [8]. Details can be found in Ref. [23] and will not be
elaborated here. Nevertheless, the form of the one-particle Green’s function has
a simple and insightful stucture:

Gσ(ω) =
1

ω + iδ − εf − ∆̄(ω)− ΣU(ω)
, (3.10)

where ΣU(ω) is the correlation part of the one-particle self energy, clearly the
correlation effect is caused by Coulomb interaction U on the impurity site. ∆̄(ω)
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3.2 The Single impurity Anderson model (SIAM)

is a summation over all the bath non-interacting propagators 1
ω−ek

with a weight

V 2
k evaluating the hybridization strength.
Usually the imaginary part is referred to as the hybridization function

∆(ω) = − lim
δ→0

Im[∆̄(ω + iδ)] = π
∑

k

V 2
k δ(ω − εk), (3.11)

the second equality makes use of the Lorentzian formalism of the delta function:

lim
δ→0

δ

π(A2 + δ2)
= δ(A). (3.12)

From the above form of hybridization one can see that all the information about
bath and its coupling to the impurity are encoded in such single frequency de-
pendent function. In other words, the impurity can only “see” the bath from
the hybridization function ∆(ω), which averages over the non-interacting Green’s
function 1

ω−εk
, hence is seemingly geometry dependent (because εk depends on

bath geometry). However, we will elaborate that impurity models are essentially
bath geometry independent, and is effectively a one-dimensional problem. This
property is crucial to the NRG procedure.

As explained, the impurity site only sees the bath (represented by parameter
sets {εl} and {tij}) from its hybridization function ∆(ω), it is natural to ask if
such statement is reversable, i.e can one determine the bath geometry merely
from ∆(ω)? The answer is negative.

We can look at the SIAM defined with an infinite chain-like bath

Hbath =
∑

σ

∞∑

l=0

tl(c
†
lσcl+1σ + c†l+1σclσ), (3.13)

the matrix representing such Hamiltonian is in a tridiagonal form, where forward-
hopping is expressed as c†l cl+1, giving the superdiagonal elements, and backward-

hopping c†l+1cl the subdiagonal ones.
The hybridization function ∆(ω) is essentially the first diagonal element of

the inverse matrix {ω − (Hbath + Himp−bath)}−1, as only the i = 0 bath site is
coupled to the impurity. The inverse matrix follows the form of a general Green’s
function, i.e G = {ω − ε}−1. The inverse of such a tridiagonal matrix can be
analytically written down by a continued fraction expansion

∆(ω) =
V 2

ω − ε0 − t20

ω−ε1−
t21

ω−ε2
− t23

ω−ε3−...

. (3.14)

Let’s assume that ∆(ω) is given via a bath on a square lattice. However, with
Eq. (3.14) one can always adjust parameter sets {εl} and {tij} and equate the
LHS with a given ∆(ω). This is saying, even if the hybridization is originally
determined from a certain geometry (in our case a square lattice), one can always
map it onto a semi-infinite chain. For the impurity, dynamics is only affected by
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3.3 Logarithmic discretization

∆(ω), regardless of bath geometry. In this sense, impurity models are said to be
effectively one-dimensional problems. The semi-infinite chain can be viewed as
the single conduction band that the impurity is coupled to.

For cluster extensions of DMFT, the single-impurity Anderson model can be
generalized to an N -impurity model, where N represents the cluster size and
corresponds to the number of impurities. Increasing the number of impurity sites
enhances the resolution of spatial correlations. In this thesis, a 2-site scheme is
employed, with details provided in Section 2.6.

3.3 Logarithmic discretization

In the previous sections, we discussed the prototype model in Kondo physics,
namely the SIAM. The Hamiltonian in both the lattice representation Eq. (3.4)
and k-representation Eq. (3.9) is well-defined, describing an interacting impu-
rity coupled to a non-interacting bath. However, for practical calculations, the
Hamiltonian requires slight modification.

Our starting point for Wilson’s NRG approach is to coarse-grain a continuous
non-interacting conduction band, which leads to a discretized set of states that
can be mapped onto a semi-infinite chain, known as the Wilson chain (as discussed
in the previous section, any bath geometry can be mapped to a one-dimensional
tight-binding model). The transformed Wilson chain Hamiltonian can then be
numerically solved by iterative diagonalization. The remainder of this chapter
follows these steps: (1) Discretization of the conduction band, (2) Mapping onto
a Wilson chain, and (3) Iterative diagonalization.

The continuous form of SIAM Hamiltonian follows as:

Hbath =
∑

σ

∫ D

−D

dεg(ε)a†εσaεσ,

Himp−bath =
∑

σ

∫ D

−D

dεh(ε)(f †
σaεσ + a†εσfσ),

(3.15)

where D is the band width. From this, we see that the conduction band is
now assumed to be continuous and is described by a spectrum g(ε) and the

hybridization function h(ε). The annihilation (creation) operators a
(†)
εσ satisfy the

fermionic anticommutation relations: {a†εσ, a′ε′σ} = δ(ε− ε′)δσσ′ .
We refer to the above continuous Hamiltonian as the integral representation, to

distinguish it from the r- and k- representations mentioned earlier. This integral
representation provides a convenient starting point for the so-called logarithmic
discretization, which occurs in the frequency (or energy) domain. The parameter
Λ > 1 defines a series of intervals separated by discrete points.

xn = ±Λ−n, n = 0, 1, 2, ... (3.16)

The width of the intervals decreases exponentially with the labeling n

dn = Λ−n − Λ−(n+1). (3.17)
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3.3 Logarithmic discretization

Within each interval, one can introduce an orthonormal basis set

ψ±
np(ε) =

1√
dn
e±ipωnε, for xn+1 < ±ε < xn (3.18)

The index p labels the complete basis and runs over [−∞,∞]. Alike a wave-vector
in reciprocal space, the frequencies are defined by ωn = 2π/dn. Given such basis
defined within each interval, one can expand the annihilation operator

aεσ =
∑

np

[anpσψ
+
np(ε) + bnpσψ

−
np(ε)] (3.19)

The above expansion is essentially a Fourier expansion in each interval. The
component operators a

(†)
npσ, b

(†)
npσ and a

(†)
npσ fulfill the fermionic commutation relation

as well.
Given the transformation, the Hamiltonian Eq. (3.15) can be expressed with

these discrete operators. We discuss the Himp−bath and Hbath separately.
According to Eq. (3.15), The hybridization part is

∫ D

−D

dεh(ε)f †
σaεσ = f †

σ

∑

np

[anpσ

∫ +n

dεh(ε)ψ+
np(ε) + bnpσ

∫ −n

dεh(ε)ψ−
np(ε)],

(3.20)
where a short-cut is defined

∫ +n

dε ≡
∫ xn

xn+1

dε,

∫ −n

dε ≡
∫ −xn+1

−xn

dε. (3.21)

For a constant hybridization h(ε) = h, the above integral filters out the p = 0
component only ∫ ±n

dεhψ±
np(ε) = h

√
dnδp0. (3.22)

Equivalently, the impurity only couples to the conduction band through the p = 0
mode. This result does not lead to any additional approximations even for non-
constant hybridization h(ε).

Now we let h(ε) within each interval take the corresponding constant and
denote

h(ε) = h±n , xn+1 < ±ε < xn, (3.23)

the constants are given by the average of the hybridization function ∆(ω) with
respect to each interval

(h±n )
2 =

1

dn

∫ ±n

dε
1

π
∆(ε), (3.24)

which eventually leads to the following form

∫ 1

−1

dεh(ε)f †
σaεσ =

1√
π
f †
σ

∑

n

[γ+n an0σ + γ−n bn0σ], (3.25)
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3.4 Mapping onto a Wilson chain

with (γ+n )
2 =

∫ ±n
dε∆(ε). Such form remains the property discussed before: the

impurity (f †
σ) only couples to the p = 0 mode (an0σ, bn0σ) through the averaged

hybridization (γ+n )
2.

The derivation of Hbath in the discrete basis follows similar process and is
discussed in Ref. [22], here we directly give the final result. One can expect a
diagonal form in Hbath

Hdiscrete = Himp +Hbath +Himp−bath

= Himp +
∑

nσ

[ξ+a†nσanσ + ξ−b†nσbnσ]

+
1√
π

∑

σ

f †
σ[
∑

n

(γ+n anσ + γ−n bnσ)] +
1√
π

∑

σ

[
∑

n

(γ+n a
†
nσ + γ−n b

†
nσ)]fσ,

(3.26)
where the energy of conduction band electron is

ξ±n =

∫ ±n
dε∆(ε)ε∫ ±n
dε∆(ε)

= ±1

2
Λ−n(1 + Λ−1). (3.27)

In the Hamiltonian Eq. (3.26), we have relabeled the operator an0σ ≡ anσ and
dropped the p ̸= 0 mode in Hbath, which is strict for Himp−bath but considered a
reasonable approximation for Hbath because of the prefactor (1− Λ−1).

3.4 Mapping onto a Wilson chain

At this point, We have obtained the discretized Hamiltonian Eq. (3.26), as said
in section 3.3, the next step is to map it onto a semi-infinite chain. According
to the discussion in section 3.2, any geometry of the bath can be in principle
reduced to a linear chain, and we have already introduced the Hbath of the chain
geometry in Eq. (3.13). In this section, the goal is to transform Eq. (3.26) to the
exactly same structure as Eq. (3.13). Note that the later one is derived from the
original model with the same hybridization ∆(ω), whereas the transformed form
discussed in this section is derived from an approximate Hdiscrete, which dropped
off p ̸= 0 mode, and such approximation is the starting point of NRG. In the
semi-infinite chain representation, the impurity is only coupled to the first bath
site with fermionic operators c

(†)
0σ . If we look at the Eq. (3.26), the Himp−bath

directly corresponds to such coupling, and c0σ can be read off. We define

c0σ =
1√
ξ0

∑

n

(γ+n anσ + γ−n nnσ), (3.28)

with the normalization

ξ0 =
∑

n

[(γ+n )
2 + (γ−n )

2] =

∫ 1

−1

dε∆(ε). (3.29)

With such definition, the hybridization (Hermitian conjugate ignored) is rewritten
as

1√
π
f †
σ

∑

n

(γ+n anσ + γ−n nnσ) =

√
ξ0
π
f †
σc0σ (3.30)

28



3.5 Iterative diagonalization

Now we have rewritten the coupling term Himp−bath. The Hbath shown in

Eq. (3.26) expressed in a
(†)
nσ and b

(†)
nσ is supposed to be transformed to a nearest

neighbor hopping form as shown in Eq. (3.13). Here below we firstly give the
final result

HWilson = Himp +Himp−bath +Hbath,

= Himp +

√
ξ0
π

∑

σ

[f †
σc0σ + c†0σfσ] +

∞∑

σ,n=0

[εnc
†
nσcnσ + tn(c

†
nσcn+1σ + c†n+1σcnσ)],

(3.31)

where c
(†)
n corresponds to the n-th chain site. As c

(†)
0σ is not orthogonal to a

(†)
nσ and

b
(†)
nσ, to realize the above transformation, a standard Gram-Schmidt procedure is
implemented, which is equivalent to an orthogonal transformation

cnσ =
∞∑

m=0

[unmamσ + vnmbmσ], (3.32)

the matrix coefficients unm, vnm are determined by a series of recursion relations,
details can be found in Ref. [24].

Not surprisingly, the initial parameters can be numerically evaluated through
integrals of hybridization ∆(ω) and others can be fixed recursively. For some
special form of hybridization, the parameters can be derived analytically. We
are especially interested in the {εn} and {tn}, because they eventually define
the chain Hamiltoinan. For a constant and even hybridization ∆(ω) = [−1, 1],
Wilson derived a formula for {tn}

tn =
(1 + Λ−1)(1− Λ−n−1)

2
√
1− Λ−2n−1

√
1− Λ−2n−3

Λ−n/2, lim
n→∞

tn =
1

2
(1 + Λ−1)Λ−n/2. (3.33)

εn = 0 for an even hybridization. The exponentially decaying nature of tn arises
from the logarithmic discretization and is essential for the method to work.

This decaying behavior of tn also has an intuitive interpretation. While the
operator c†0σ creates an electron at the impurity site and couples to it with an

amplitude of
√

ξ0
π
, the wavefunction of such a state is peaked at the impurity. On

the other hand, the operators c†nσ create electrons at the n-th chain site, and their
wavefunctions form a sequence of shells centered around the impurity. The hop-
ping amplitudes decay, and the radius of the wavefunctions grows exponentially,
as illustrated in Fig. 7.

In principle, the summation in the Wilson chain Eq. (3.31) runs to infinity, but
the Hilbert space size grows explosively with the chain length L (dimension ∝ 2L).
This many-body problem can be approximately solved by iterative diagonaliza-
tion, as discussed in the following section.

3.5 Iterative diagonalization

The Wilson chain Hamiltonian derived so far provides the prerequisite of the
iterative renormalization group (RG) procedure, as the form of HWilson can be
easily recast into a renormalization transformation as shown below.
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3.5 Iterative diagonalization

Firstly we view HWilson as a limit of a sequence of Hamiltonian HN , when the
labeling parameter N approaches infinity

HWilson = lim
N→∞

Λ−(N−1)/2HN , (3.34)

with

HN = Λ(N−1)/2{Himp +

√
ξ0
π

∑

σ

(f †
σc0σ + c†0σfσ)

+
N∑

σ,n=0

εnc
†
nσcnσ +

N−1∑

σ,n=0

tn(c
†
nσcn+1σ + c†n+1σcnσ)}.

(3.35)

Note that the prefactors in Eq. (3.34) and Eq. (3.35) cancel each other and are
chosen to eliminate the N -dependence of tN−1, namely the hopping amplitude
between the last two sites, because when n = N is large, tn has the form tn ∝
Λ−n/2 as seen in Eq. (3.33). The choice of such factor is model-dependent, in our
case the uniform hybridization is assumed.
HN owns a successive relation

HN+1 =
√
ΛHN + ΛN/2{

∑

σ

εN+1c
†
N+1σcN+1σ +

∑

σ

tN(c
†
NσcN+1σ + c†N+1σcNσ)},

(3.36)
combined with Eq. (3.34), such recursion relation tells a straightforward but
insightful fact: H can be constructed by addition of new sites to a starting
configuration H0, which is given by

H0 = Λ−1/2{Himp +
∑

σ

ε0c
†
0σc0σ +

√
ξ0
π

∑

σ

(f †
σc0σ + c†0σfσ)}. (3.37)

The Hamiltonian corresponds to a 2-site cluster containing the impurity (Himp, f
(†)
σ )

and the first conduction electron (c
(†)
0σ ).

Now the recursion Eq. (3.36) can be regarded as a renormalization transfor-
mation R

HN+1 = R(HN) (3.38)

At this point, it is natural to apply iterative diagonalization to HWilson due to
its recursive formalism. Firstly we diagonalize H0 and obtain a set of eigenstates
and eigenenergies {E0(r), |r⟩0}, with which one can construct a basis for the next
Hamiltonian H1 and diagonalize again ..., eventually the complete Hamiltonian
can be diagonalized in such procedure. Assume we have obtained the spectrum
{EN(r), |r⟩N} of the N -th Hamiltonian HN ,

HN |r⟩N = EN(r)|r⟩N , r = 1, 2, ..., Ns (dimension of HN), (3.39)

the general strategy follows:

(a) Diagonalize HN and obtain the eigenstates and eigenenergies, as denoted
above
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3.5 Iterative diagonalization

(b) Rescale the eigenenergies {EN(r)} by
√
Λ, as defined in Eq. (3.36)

(c) Construct a basis for HN+1

|r; s⟩N+1 = |r⟩N ⊗ |s⟩N+1 (3.40)

the state |r; s⟩N+1 are product states made of the eigenstates obained in
(a) and an appropriate basis for the added site |s⟩N+1. From the above
new basis, one can construct the matrix representation for the Hamiltonian
HN+1

HN+1(rs, r
′s′) = N+1 ⟨r; s|HN+1 |r′s′⟩N+1 (3.41)

diagonalizing HN+1 gives the new eigenenergies {EN+1(w)} and lifts the
degeneracy of {EN(r)}, as the dimension of the Hilbert space multiplies by
a factor dlocal, which is the dimension of the added site. The new eigenstates
{|w⟩N+1} can be related to the basis {|r; s⟩N+1} via the unitary transfor-
mation

|w⟩N+1 =
∑

rs

As
rw |r; s⟩N+1 (3.42)

where w labels the eigenstates in expanded basis, r runs over old basis, and
s labels the basis of the added site |s⟩N+1. Apparently, the dlocal matrices
are

As
rw = N+1 ⟨r; s|w⟩N+1 (3.43)

Such special formulation of the unitary transformation forms the so-called
matrix product sates (MPS), which is widely used and investigated in cor-
related systems.

Additionally, the ground state energy is negative, setting to zero is conve-
nient for the next steps.

(d) Truncate the spectrum {EN+1(w)}. As explained before, the dimension of
the Hilbert space grows exponentially when adding new sites to HN . A
rather straightforward truncation scheme is used in iterative diagonaliza-
tion: we only remain Nkeep eigenstates, in other words, the dimension of
the Hilbert space is fixed to Nkeep. Therefore, the computation time only
increases linearly with the chain length.

The last step, truncation, plays a crucial role in NRG. It ensures the feasibility
of numerical computation and strongly affects the effectiveness of the method.
The key question is: to what extent does the loss of high-energy states affect the
remaining low-energy states? The answer lies in the very first step of the entire
NRG procedure, namely logarithmic discretization.

On one hand, the exponentially decaying nature of tn ∝ Λ−n/2 arises from
logarithmic discretization (note that for any general form of hybridization ∆(ω),
tn decays exponentially, not just for uniform hybridization). This form of tn
directly leads to the recursion relation Eq. (3.36), where the added site can
be regarded as a perturbation with strength Λ−1/2. On the other hand, the
parameter Λ > 1 controls the spacing of the grid; a larger Λ leads to a finer grid
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Fig. 7: (a): Many-particle spectrum EN(r) of the Hamiltonian HN with the ground-state
energy set to zero. (b): The relation between successive Hamiltonians, Eq. (48), includes a
scaling factor

p
⇤. (c) Many-particle spectrum EN+1(r) of HN+1, calculated by diagonalizing

the Hamiltonian matrix Eq. (52). (d) The same spectrum after truncation where only the Ns

lowest-lying states are retained; the ground-state energy has again been set to zero. Figure
taken from Ref. [4].

Diagonalization of the matrix Eq. (52) gives the new eigenenergies EN+1(w) and eigenstates
|wiN+1 which are related to the basis |r; siN+1 via the unitary matrix U :

|wiN+1 =
X

rs

U(w, rs)|r; siN+1 . (54)

The set of eigenenergies EN+1(w) of HN+1 is displayed in Fig. 7c (the label w can now be
replaced by r). Apparently, the number of states increases by adding the new degree of freedom
(when no symmetries are taken into account, the factor is just the dimension of the basis |s(N +

1)i). The ground-state energy is negative, but will be set to zero in the following step.
The increasing number of states is, of course, a problem for the numerical diagonalization;
the dimension of HN+1 grows exponentially with N , even when we consider symmetries of
the model so that the full matrix takes a block-diagonal form with smaller submatrices. This
problem can be solved by a very simple truncation scheme: after diagonalization of the various
submatrices of HN+1 one only keeps the Ns eigenstates with the lowest many-particle energies.
In this way, the dimension of the Hilbert space is fixed to Ns and the computation time increases
linearly with the length of the chain. Suitable values for the parameter Ns depend on the model;
for the siAm, Ns of the order of a few hundred is sufficient to get converged results for the many-
particle spectra, but the accurate calculation of static and dynamic quantities usually requires
larger values of Ns. The truncation of the high energy states is illustrated in Fig. 7d.

Figure 8: The procedure diagram illustrates the step-by-step process of iterative
diagonalization as employed in the Numerical Renormalization Group (NRG)
method, the figure is adapted from Ref. [23].

near zero, which in turn gives rise to weaker perturbation from added sites and
higher resolution at low frequencies.

The close connection between logarithmic discretization and the success of the
truncation scheme (fixed Nkeep) is one of the most important features of NRG.
This explains and justifies the first two steps—discretization and mapping onto
a semi-infinite chain.

From NRG spectrum to physical quantities

Given the spectrum {En, |n⟩} from an NRG run, important physical quantities
such as Green’s function, spectral function and self-energy can be evaluated. The
Lehmann representation of Green’s function reads

GR
imp(ω) =

1

Z

∑

mn

e−βEm + e−βEn

ω + Em − En + i0+
⟨m|c|n⟩⟨n|c†|m⟩, (3.44)

from which spectral function can be calculated by taking the imaginary part

Aimp(ω) = − 1

π
ImGR

imp(ω) =
∑

mn

δ(ω + Em − En)
e−βEm + e−βEn

Z
|⟨m|c|n⟩|2 .

(3.45)
The second equal sign made use of the Dirac relation 1

ω+i0+
= P

ω
− iπδ(ω).

The self-energy is given by the Dyson’s equation

Σ(ω) = G−1
0 (ω)−G−1

imp(ω), (3.46)
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where G−1
0 (ω) is the non-interacting Green’s function that only incorporates hy-

bridization.
In practical numerical calculations, several useful techniques have been devel-

oped, such as the full density matrix (fdmNRG), which constructs a complete set
of approximate eigenstates of the full Hamiltonian from the discarded states [25].

The resolution of dynamical correlation functions, such as A(ω), at finite fre-
quencies can be improved using an adaptive broadening scheme [26] applied to
the discrete data obtained from NRG calculations. By examining the sensitivity
of the discrete data to z-shifts, we can assess whether certain features are physical
or merely numerical artifacts.

3.6 Renormalization group flow

The Wilson chain Hamiltonian, as described in Eq. (3.38), can be expressed
recursively, with each pair of neighboring terms HN and HN+1 connected through
an RG transformation. Consequently, the iterative diagonalization process can
be interpreted as a sequence of RG transformations.

Figure 9: A heuristic introduction to the concept of renormalization. A chain
model described by H(J, h) is coarse-grained into an effective model described
by H ′(J ′, h′). If the rescaled effective model is equivalent to the original one, the
implemented operation is regarded as a renormalization group transformation.

The basic RG concepts can be understood in a heuristic way [27]. We consider

a one-dimensional lattice defined with annihilation (creation) operators a
(†)
i and

parameters {J, h}, as shown in Fig. 9. The Hamiltonian is formally H(J, h).
Combining every neighboring two sites and defining a series of new operators
a
(†)′
i in each dimer block give a Hamiltonian describing the effective model H ′ =
H(J ′, h′). We have assumed that such operation does not change the form of
Hamiltonian H, but only leads to renormalized parameters {J ′, h′}. Finally we
rescale it back to the original lattice spacing. The mapping from H to H ′ is
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3.6 Renormalization group flow

known as a renormalization group (RG) transformation.

H(J ′, h′) = R{H(J, h)}. (3.47)

If the parameters are denoted as a vector in parameter space K = (J, h), then
the RG transformation reads

K ′ = R(K), (3.48)

it is essentially an operation that moves the vector from K to K ′. A sequence
of RG transformation naturally leads to a trajectory in parameter space. If we
trace and plot (in principle) all the trajectory residing in parameter space, such
diagram is called flow diagram. The special points that satisfy the condition

K∗ = R(K∗) (3.49)

are referred to as fixed points.
However, the RG transformation in NRG Eq. (3.38) does not remain the orig-

inal form before transformation, as the Wilson chain is extended by an additional
site, even if it is rescaled as well. Nevertheless analysis of the energy flow EN(r)
as a function of Wilson chain length N can give important physical properties of
the system.

Take the SIAM as an example, two fixed points of the rescaled energy flow can
be observed, see Fig. 10. They divide the energy scale Λ−N/2 into three regime.
Each of them corresponds to a different physical phase or behavior of the impurity
as a function of the energy scale.

1. Free orbital regime: in this regime, the impurity behaves as if it were free,
meaning it is weakly coupled to the conduction band and behaves almost
like a non-interacting system. The impurity electron moves as a free par-
ticle, and its interaction with the bath (conduction electrons) is not yet
significant.

2. Local moment regime: it arises at intermediate energy scales when the im-
purity begins to behave like a localized magnetic moment. In this regime,
the interaction between the impurity and the conduction electrons has be-
come important enough to freeze out charge fluctuations, but spin fluctu-
ations are still prominent. The impurity develops a well-defined local spin
or magnetic moment.

3. Strong coupling regime: it emerges at low energies when the impurity has
become strongly coupled to the conduction electrons. This regime is charac-
terized by the formation of a Kondo singlet or a similar strongly correlated
state, where the conduction electrons effectively ”screen” the impurity’s
magnetic moment.

For the single-band t− t′ Hubbard model and three-band Emery model, a strong
coupling (Fermi liquid) fixed point is reached in the low energy regime, as shown
in our results in chapter 5 and 6.
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Fig. 8: Flow of the lowest-lying many-particle energies of the single-impurity Anderson model
for parameters "f = �0.5 · 10�3, U = 10�3, V = 0.004, and ⇤ = 2.5. The states are labeled
by the quantum numbers total charge Q and total spin S. See the text for a discussion of the
fixed points visible in this plot. Figure taken from Ref. [4].

for N ⇡ 11�17, we observe a rapid crossover to the local-moment fixed point. This fixed point
is characterized by a free spin decoupled from the conduction band (here we have "f = �U/2,
U ! 1, and V = 0). The local-moment fixed point is unstable as well and after a characteristic
crossover (see the discussion below) the system approaches the stable strong-coupling fixed
point of a screened spin (with "f = �U/2 and V 2/U ! 1). Note that the terminology
‘strong-coupling’ has been introduced originally because the fixed point Hamiltonian can be
obtained from the limit V ! 1, so ‘coupling’ here refers to the hybridization, not the Coulomb
parameter U .

The NRG does not only allow to match the structure of the numerically calculated fixed points
with those of certain fixed point Hamiltonians. One can in addition identify the deviations from
the fixed points (and thereby part of the crossover) with appropriate perturbations of the fixed
point Hamiltonians. Again, we refer the reader to Refs. [10, 11] for a detailed description of
this analysis. The first step is to identify the leading perturbations around the fixed points. The
leading operators can be determined by expressing them in terms of the operators which diago-
nalize the fixed point Hamiltonian; this tells us directly how these operators transform under the
RG mapping R2. One then proceeds with the usual classification into relevant, marginal, and
irrelevant perturbations. The final results of this analysis perfectly agree with the flow diagram
of Fig. 8: There is a relevant perturbation which drives the system away from the free-orbital
fixed point, but for the local-moment fixed point there is only a marginally relevant perturbation,
therefore the system only moves very slowly away from this fixed point. Note that this marginal
perturbation – which is the exchange interaction between the local moment and the spin of the
first conduction electron site – gives rise to the logarithms observed in various physical quan-

Figure 10: Energy flow of SIAM. εf = −0.5 × 10−3, U = 10−3, V = 0.004,
Λ = 2.5. Two fix points at N = 20 and N = 60 partition the flows into three
screening regimes, i.e. free orbital, local moment, and strong coupling regime.
The figure is adapted from Ref. [23]

4 Model Study

4.1 Fermi liquid theory

This thesis aims to determine the quantum phase transition between the pseu-
dogap and Fermi liquid phases. This section follows the textbook written by
Wolfgang Noting [28] and introduce the basic concepts of Fermi liquid.

The familiar concept of the Fermi sphere, and thus the Fermi surface in mo-
mentum space, is successfully developed to describe metals, based on a strong yet
effective approximation, e.g. the non-interacting Fermi gas model. The spectral
function is simply a Dirac delta function

A
(0)
k (ω) = δ(ω + µ0 − εk). (4.1)

The occupation number can be evaluated with spectral theorem

⟨nk⟩(0) =
1

exp(β(εk − µ0)) + 1
T→0
= Θ(εF − εk), (4.2)

which at T = 0 becomes a step function owning a discontinuity in both momen-
tum and energy space. The corresponding momentum and energy are defined as
Fermi wavevector kF and energy εF = µ0(T = 0). The so-called Fermi surface
can be defined without any ambiguity

Fermi surface ≡ {k : εk
!
= µ0(T = 0) = εF}, (4.3)

namely the equal-energy surface with respect to Fermi energy. A natural question
is: what if the interaction between electrons is switched on?
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4.1 Fermi liquid theory

For weak interaction, it is tempting to expect:

• A one-to-one relation between interacting system and non-interacting Fermi
gas: Ek ↔ εk. Ek is the energy spectrm of interacting system.

• The delta peaks in spectral function A
(0)
k (ω) are broadened out with a finite

width.

• The occupation number ⟨nk⟩(0) will be softened or deformed, just as at finite
temperature.

For strongly interacting systems, as described in the third assumption, a well-
defined Fermi surface, e.g. the discontinuity between occupied and unoccupied
states are expected to be lost, because scattering induced by interaction moves
electrons from low energy regime to higher energy. However it is the other way
around, in many cases a clear Fermi surface can still be observed in experiments.
Such s system that takes into account interaction but behaves like non-interacting
Fermi gas is referred to as Fermi liquid.

We focus on near zero temperature and investigate this property further. The
occupation number is now written as

⟨nk⟩T→0 = − 1

π

∫ 0

−∞
dωIm

1

ω + µ− εk − Σk(ω)
. (4.4)

The discontinuity only occurs when the integrant has singularity, therefore the
imaginary part of self-energy vanishes at some points.

Σk(ω) = ReΣk(ω) + iImΣk(ω), (4.5a)

Σk(ω) ≈ αk + βkω + iγkω
2. (4.5b)

Eq. (4.5b) is from a low energy expansion based upon perturbation theory, it
agrees with the assumption of a vanishing imaginary part in Fermi liquid. Insert-
ing Eq. (4.5a) into the general relation between Ak(ω) and Σk(ω):

Ak(ω) = − 1

π

ImΣk(ω)

{ω + µ− εk − ReΣk(ω)}2 + {ImΣk(ω)}2
. (4.6)

Since imaginary part is vanishing, precisely one resonance is required by Fermi
liquid

ω + µ ≡ Ek
!
= εk +ReΣk(Ek − µ), (4.7)

hence the real part of self-energy can be interpreted as a kind of modification
of non-interacting dispersion εk. In analogy of Eq. (4.3), the Fermi surface in
interacting system can be defined as

Fermi surface ≡ {k : Ek
!
= µ}. (4.8)

As Ek − µ is a small quantity if k is not far away from kF , the real part of self-
energy ReΣk(Ek −µ) can be Taylor-expanded, details can be found in Ref. [28].
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4.2 Pseudogap

Making use of the quasiparticle equation Eq. (4.7) and self-energy expansion, we
can define the quasi-particle weight

Zk ≡
(
1− ∂ReΣk(ω)

∂ω
|ω=0

)−1

, (4.9)

which measures how the quasiparticle energy deviates from the non-interacting
case. Zk ranges from 0 to 1, and can be regarded as a renormalization factor,
smaller Zk gives rise to a larger renormalized mass

m

m∗ = Zk. (4.10)

The quasiparticle lifetime can be defined as

τ−1
k = −ZkImΣk(ω), (4.11)

which is determined by both real and imaginary part of self-energy. −ImΣk(ω)
is proportinal to the width of the quasi-particle peak in spectral function Ak(ω),
see Eq. (4.6). When k → kF , the vanishing imaginary part leads to an infinite
life-time. Now we can summarize the basic properties of Fermi liquid

• The existence of a well-defined Fermi surface.

• A unique one-to-one relation to the non-interacting Fermi gas, i.e. well-
defined quasiparticles.

• Imaginary part of self-energy increases quadratically with increasing dis-
tance from Fermi level, i.e. ImΣk(ω) ∼ ω2.

The validity of Fermi liquid theory holds only when

• ω is close to εF , i.e. small excitation.

• Low temperature T → 0.

In this thesis, a good resolution of low energy spectrum at low temperature is
guaranteed by the power of NRG, whose logarithmic nature of frequency grid
allows one to investigate, in principle, infinitely low energy properties.

4.2 Pseudogap

In the Brinkman-Rice description [29], the doped metalic state is a Fermi liquid,
in which quasiparticles are formed with a weight Z ∝ x. Single-site DMFT
can describe such a system well when spatial correlations are weak and orbital
fluctuations are strong enough [5].

Additionally, regardless of the momentum direction or position on the Fermi
surface, the onset of coherence (where quasiparticles behave as well-defined en-
tities) happens at a single, uniform energy scale across the entire Fermi surface,
as shown in the lower right corner of Fig. 11. In underdoped cuprates, however,
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4.2 Pseudogap

arises, albeit with characteristics (for example, a reconstructed Fermi
surface) that are quite different from those predicted by band theory18,19.
Nevertheless, over most of the phase diagram, the frustration of the co-
herent electron motion produces physics that is qualitatively distinct from
that of simple metals.

Although the large zero-point energy of electrons in a usual metal re-
sults in a quantum ‘rigidity’ that greatly suppresses all forms of inhomo-
geneous states, the Mott physics and the short-range antiferromagnetic
correlations inherited from the undoped ‘parent’ compound combine to
produce a local tendency to phase separation and various forms of order,
which spontaneously break the translational symmetry of the underlying
crystal20–22. Thus, especially in the pseudogap regime of the phase diagram,
it is unsurprising that various forms of order occur on intermediate length
scales.

Pairing in an unconventional superconductor
It is now well established that electrons can form pairs, even when they
repel each other at a microscopic scale. However, this involves non-trivial
physics. A model that is often used as a point of departure for theoretical
discussions is the famous Hubbard model, describing electrons hopping
on a lattice parametrized in terms of the bandwidth W 5 8t (where t is a
measure of the ‘hopping’ energy gain due to delocalization of the electrons)
and an on-site electron–electron repulsion U. In the copper oxides, U and
W are comparable. Even for this simplified model, analytic solutions are
not available. However, approximate solutions of the doped Hubbard
model can be obtained in several ways, and these invariably point to a
d-wave superconducting ground state.

An intuitive understanding of the mechanism of pairing is best ob-
tained by approaching the problem from an unrealistic weak-coupling
perspective, that is, assuming U=W (ref. 23). Here, the gap structure is
determined by the solution of a variant of the original BCS equations, in
which an appropriately renormalized two-particle vertex function, C(k),
plays the part of an effective interaction. For the case of purely repulsive
interactions, if C is sufficiently k-dependent, a sign-changing supercon-
ducting order parameter (where D(k) and D(k 1 Q) have opposite sign)
results for which interactions involving small momentum transfer are pair-
breaking, and those with large momentum transfer near Q promote pairing.
In particular, if there are antiferromagnetic correlations, this typically
implies a peak in C at the antiferromagnetic ordering vector, Q 5 QAF

(ref. 24), which is also an ideal vector for scattering between ‘antinodal’
regions of the Fermi surface of the copper oxides shown in Fig. 4; that is,
precisely those regions where the d-wave gap is largest and of opposite
sign. The gap ‘nodes’ along the diagonals of the Brillouin zone are then,
in turn, where the d-wave gap vanishes.

Superconductivity in the Hubbard model cannot truly be approached
from the strong-coupling limit, since there is now strong numerical evi-
dence that for a broad range of doping, the ground state of the Hubbard
model is ferromagnetic rather than superconducting for large enough U/t
(ref. 25). However, the closely related t–J model (with J 5 4t2/U being the
superexchange interaction between copper spins mediated by the inter-
vening oxygen ions) incorporates the essence of the strong-coupling phys-
ics through the constraint that no more than one electron at a time can
occupy a given site. The t–J model can then be addressed, with values of
J/t < 0.5, as a reasonable model in its own right. Although no controlled
solution is known, the superconducting tendencies of this model have been
investigated numerically since the early days of high-temperature super-
conductivity research26,27. It is striking that the character and symmetry of
the superconducting state itself and its association with short-range anti-
ferromagnetic correlations look grossly similar, regardless of perspective24.

Although intermediate coupling problems have thus far not been suc-
cessfully solved by controlled analytic approaches, the lack of any small
dimensionless parameters probably implies the lack of any long emer-
gent length scales in the problem, except near a quantum critical point
(QCP). With this in mind, a variety of numerical techniques have been
developed to study this regime, including exact diagonalization (limited
to small clusters), quantum Monte Carlo and its derivatives (variational

and fixed node approximations to get around the issue of negative pro-
babilities in fermion simulations), dynamical mean field theory28 and its
cluster generalizations (either in momentum space or real space), density
matrix renormalization group (designed for one-dimensional problems
but can simulate strips), and its two-dimensional generalizations29. These
methods all have their pros and cons. They have, however, taught us that
if superconductivity occurs, it is invariably of d-wave symmetry, but also
that many competing states are close in energy, especially unidirectional
charge order30,31.

High-Tc superconductivity
Of course, there is additional complexity in going from theoretical results
for simple model problems to the real experimental systems. Static
antiferromagnetism disappears quickly as a function of doping (Fig. 2),
but both inelastic neutron scattering and resonant inelastic X-ray scattering
reveal that the antiferromagnetism of the insulator survives in the super-
conductor to a degree in the form of dynamical magnetic fluctuations which
are much stronger than in conventional metals (and are strongly renor-
malized when cooling below Tc)32–35. It is physically appealing to use the
measured spin fluctuation spectrum as an approximation of the vertex C
mentioned above. This yields reasonable values for Tc, and also appears to
be consistent with some of the single electron self-energy effects detected
by various electron spectroscopies such as ARPES (angle resolved photo-
emission spectroscopy) and STS (scanning tunnelling spectroscopy)13,36.

However, this approach, departing from the idea of the attractive force
(‘glue’) induced by spin fluctuations, has shortcomings37. Despite its intu-
itive appeal, it is not based on controlled mathematics, since the same
electrons that are pairing also form the ‘glue’. Another difficulty is that these
simplified models leave out other effects that can influence the magnitude
of Tc. A case in point is the electron–phonon interaction. There is good
evidence that phonons affect both ARPES and STS line shapes38, while
strong anomalies are seen in the phonon spectra39. There are a number of
other neglected effects that are worrisome, in particular the non-local Cou-
lomb interaction which is an especially relevant concern given the poor
screening in the direction perpendicular to the planes40.

E 

0 

| |

PG

SC(k) = ( 0/2) [cos(kxa) – cos(kya)]

SC(k)

kx ky

kx

ky

ky

kxNode 

Antinode Antinode 

(0, 0) (π, 0)

(0, π)  

Figure 4 | Fermi surface, Fermi arcs and gap functions. The large Fermi
surface predicted by band theory is observed by ARPES and STS for overdoped
compounds (bottom right). But once the pseudogap sets in, the antinodal
regions of the Fermi surface near the Brillouin zone edge are gapped out, giving
rise to Fermi arcs (top right). This is reflected (left) in the angle dependence
of the energy E of the superconducting gap DSC (blue line) and pseudogap
DPG (red line) as functions of the momenta kx and ky in one quadrant of the
Brillioun zone around the underlying large Fermi surface (dashed curve),
as revealed by ARPES and STS. Note the gapless region around the d-wave
superconducting node for the pseudogap case that defines the Fermi arcs.
These arcs appear to be reconstructed into electron pockets centred at
(Q/2, Q/2) once charge order sets in, as revealed by quantum oscillation
studies, where (Q, 0) is the charge order wavevector19.
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be the most important open problem in the understanding of quantum
materials, and it is here that radically new ideas, including those derived
from recently developed non-perturbative studies in string theory, may
be useful.

More unique to the copper oxides is the behaviour observed in a range
of temperatures immediately above Tc in what is referred to as the
‘pseudogap’ regime. It is characterized by a substantial suppression of the
electronic density of states at low energies that cannot be simply related to
the occurrence of any form of broken symmetry. Although much about
this regime is still unclear, convincing experimental evidence has recently
emerged that there are strong and ubiquitous tendencies towards several
sorts of order or incipient order, including various forms of charge-
density-wave, spin-density-wave, and electron-nematic order. There is
also suggestive, but far from definitive, evidence of several sorts of novel
order—that is, never before documented patterns of broken symmetry—
including orbital loop current order and a spatially modulated super-
conducting phase referred to as a ‘pair-density wave’. There are many
fascinating aspects of these ‘intertwined orders’ that remain to be under-
stood, but their existence and many aspects of their general structure were
anticipated by theory7. Superconducting fluctuations also have an important
role in part of this regime, although to an extent that is still much debated.

The high-temperature superconducting phase itself has a pattern of
broken symmetry that is distinct from that of conventional superconduc-
tors. Unlike in conventional s-wave superconductors, the superconduct-
ing wavefunction in the copper oxides has d-wave symmetry8,9, that is, it
changes sign upon rotation by 90u. Associated with this ‘unconventional
pairing’ is the existence of zero energy (gapless) quasiparticle excitations
at the lowest temperatures, which make even the thermodynamic prop-
erties entirely distinct from those of conventional superconductors (which
are fully gapped). The reasons for this, and its relation to a proximate anti-
ferromagnetic phase, are now well understood, and indeed were also anti-
cipated early on by some theories10–12. However, while various attempts

to obtain a semiquantitative estimate of Tc have had some success13, there
are important reasons to consider this problem still substantially unsolved.

Highly correlated electrons in the copper oxides
The chemistry of the copper oxides amplifies the Coulomb repulsions
between electrons. The two-dimensional copper oxide layers (Fig. 3) are
separated by ionic, electronically inert, buffer layers. The stoichiometric
‘parent’ compound (Fig. 2, zero doping) has an odd-integer number of
electrons per CuO2 unit cell (Fig. 3). The states formed in the CuO2 unit
cells are sufficiently well localized that, as would be the case in a collec-
tion of well-separated atoms, it takes a large energy (the Hubbard U) to
remove an electron from one site and add it to another. This effect pro-
duces a ‘traffic jam’ of electrons14. An insulator produced by this classical
jamming effect is referred to as a ‘‘Mott insulator’’15. However, even a
localized electron has a spin whose orientation remains a dynamical degree
of freedom. Virtual hopping of these electrons produces, via the Pauli
exclusion principle, an antiferromagnetic interaction between neighbour-
ing spins. This, in turn, leads to a simple (Néel) ordered phase below room
temperature, in which there are static magnetic moments on the Cu sites
with a direction that reverses from one Cu to the next16,17.

The Cu-O planes are ‘doped’ by changing the chemical makeup of
interleaved ‘charge-reservoir’ layers so that electrons are removed (hole-
doped) or added (electron-doped) to the copper oxide planes (see the
horizontal axis of Fig. 2). In the interest of brevity, we will confine our
discussion to hole-doped systems. Hole doping rapidly suppresses the
antiferromagnetic order. At a critical doping of pmin, superconductivity
sets in, with a transition temperature that grows to a maximum at popt,
then declines for higher dopings and vanishes for pmax (Fig. 2). Materials
with p , popt are referred to as underdoped and those with popt , p are
referred to as overdoped.

It is important to recognize that the strong electron repulsions that
cause the undoped system to be an insulator (with an energy gap of 2 eV)
are still the dominant microscopic interactions, even in optimally doped
copper oxide superconductors. This has several general consequences. The
resulting electron fluid is ‘highly correlated’, in the sense that for an elec-
tron to move through the crystal, other electrons must shift to get out of
its way. In contrast, in the Fermi liquid description of simple metals, the
quasiparticles (which can be thought of as ‘dressed’ electrons) propagate
freely through an effective medium defined by the rest of the electrons.
The failure of the quasiparticle paradigm is most acute in the ‘strange metal’
regime, that is, the ‘normal’ state out of which the pseudogap and the
superconducting phases emerge when the temperature is lowered. None-
theless, in some cases, despite the strong correlations, an emergent Fermi
liquid arises at low temperatures. This is especially clear in the overdoped
regime (Fig. 2). But recently it has been shown that even in underdoped
materials, at temperatures low enough to quench superconductivity by
the application of a high magnetic field, emergent Fermi liquid behaviour
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Figure 2 | Phase diagram. Temperature versus hole doping level for the
copper oxides, indicating where various phases occur. The subscript ‘onset’
marks the temperature at which the precursor order or fluctuations become
apparent. TS, onset (dotted green line), TC, onset and TSC, onset (dotted red line for
both) refer to the onset temperatures of spin-, charge and superconducting
fluctuations, while T* indicates the temperature where the crossover to the
pseudogap regime occurs. The blue and green regions indicate fully developed
antiferromagnetic order (AF) and d-wave superconducting order (d-SC)
setting in at the Néel and superconducting transition temperatures TN and Tc,
respectively. The red striped area indicates the presence of fully developed
charge order setting in at TCDW. TSDW represents the same for incommensurate
spin density wave order. Quantum critical points for superconductivity and
charge order are indicated by the arrows.
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Figure 3 | Crystal structure. Layered copper oxides are composed of CuO2

planes, typically separated by insulating spacer layers. The electronic structure
of these planes primarily involves hybridization of a 3dx2 { y2 hole on the
copper sites with planar-coordinated 2px and 2py oxygen orbitals.
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Figure 11: Left panel: Gap functions, Fermi arc and large Fermi surface. Once
the pseudogap sets in, the antinodal regions, i.e. (π, 0) and (0, π) of the Fermi
surface are gapped out. Right panel: Phase diagram, temperature versus hole
doping level for the copper oxides. Different color regions indicate where various
phases occur. Figures are adapted from Ref. [30]

experiments show that this coherence scale varies across different parts of the
Fermi surface [2, 31]. For instance, coherence often forms with different energy
cost near the nodal, i.e. (π

2
, π
2
) (gap-minimal) versus antinodal, i.e. (0, π) or

(π, 0) (gap-maximal) regions, suggesting an anisotropic behavior along the Fermi
surface. This anisotropy contrasts with predictions from simple mean-field or
single-site DMFT approaches, which lack the momentum dependence needed to
capture these experimental observations.

Experiments show that coherent quasiparticle excitations are strongly sup-
pressed in antinodal region. Such suppression leads to a partial energy gap re-
ferred to as pseudogap at the Fermi level. However coherent quasi-particles are
preserved in nodal region.

The formation of Fermi arc observed in angular resolved photoemission spec-
troscopy (ARPES) signifies the momentum selective property, it is defined as the
arc-shaped region centered at nodal direction, where the spectral function has
significant weight for low excitation energy near the Fermi level. In contrast, the
antinodal region is gapped out, and has much reduced spectral function value,
see the upper right corner of figure 11.

From a real-space perspective, only certain electrons experience this gap. The
gap is associated with an insulating state, that only exists for electrons traveling
parallel to the Cu−O bonds, whereas those traveling along (π

2
, π
2
) (at 45 degrees

to the Cu−O bond) can move freely throughout the crystal.
Consequently, the nodal/antinodal dichotomy in momentum space is crucial

for the description of phenomena observed in cuprates. In this sense, single-
site DMFT is no longer adequate to describe the pseudogap state. A short-
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range correlation is supposed to be taken into account, because at intermediate
and strong coupling, correlation length is expected to be short. In this thesis,
the minimal cluster, i.e. a dimer is rationalized by 2-site DCA to study such
dichotomy behavior.

This thesis aims to investigate the phase transition between the pseudogap
state and the Fermi liquid state at zero temperature by introducing hole doping
into a Mott (or charge-transfer) insulator. The overall cuprate phase diagram
is shown in the right panel of Fig. 11, a quantum critical point is expected to
be found nearby pc2 (the critical point for superconductivity and charge order).
Below such critical point the system exhibits pseudogap feature, otherwise can
be described by Fermi liquid theory.

4.3 Realization of 2-site DCA

To investigate the nodal-antinodal dichotomy, a cluster extension of DMFT is
essential. Following the methodology outlined in Ref. [5], we employ a minimal
cluster approach and begin with the single-band t− t′ Hubbard model

H =
∑

k,σ=↑,↓
εkc

†
k,σck,σ + U

∑

i

ni↓ni↑, (4.12a)

εk = −2t[cos(kx) + cos(ky)]− 4t′ cos(kx) cos(ky)− µ. (4.12b)

The Brilloin zone is divided into two patches denoted as P+ for the central patch
containing the nodal point (π

2
, π
2
), P− for the border patch containing antinodal

points (π, 0) and (0, π), see Fig. 12. Each patch is associated with a momentum
independent self-energy Σ±(ω).

Following the DCA construction !see also Appendix A",
we associate a momentum-independent self-energy !"!#" to
each patch of the Brillouin zone. This self-energy is then
identified with the Fourier transform of the cluster self-
energy of a two-site cluster of Anderson impurities embed-
ded in a self-consistent bath. This two-site Anderson impu-
rity model is given by

Seff = −# #
0

$

d%d%! $
a,b=1,2

&=↑,↓

ca&
† !%"G0,ab

−1 !%,%!"cb&!%!"

+ #
0

$

d%U $
a=1,2

na↓na↑!%" , !3"

G0ab
−1 !i#n" = !i#n + '"(ab − t̄!1 − (ab" − )ab!i#n" , !4"

where a ,b=1,2 is the site index, U is the on-site interaction,
and ) is the hybridization function with a local component
)11!i#n"=)22!i#n" and an intersite one )12!i#n". We choose
a convention in which the hybridization ) vanishes at infinite

frequencies and therefore denote the constant term separately
!t̄". Since we restrict ourselves to paramagnetic solutions, we
dropped the spin dependence of G0, ) and t̄. The
self-consistency condition determines both ) and t̄ and is
written in the Fourier space of the cluster, which in this case
reduces to the even- and odd-orbital combinations
c"&

† = !c1&
† "c2&

† " /%2,

!K!i#n" = G0K!i#n"−1 − GK!i#n"−1, !5"

GK!i#n" = $
k!PK

1
i#n + ' − *k − !K!i#n"

. !6"

In this expression, momentum summations are normalized to
unity within each patch and the index K=" refers both to the
inner-/outer-patch index and to the even-/odd-orbital combi-
nations of the two-impurity problem. t̄ is determined by the
1 /#n

2 expansion of the previous equations, leading to

t̄ = $
k!P+

*k = − $
k!P−

*k. !7"

The impurity model has the same local interaction as the
original lattice model. This is a consequence of the fact that
both patches have equal area !see Appendix A".

As usual in the DMFT problems, the quantum impurity
model !3" can be rewritten in a Hamiltonian form, i.e., as the
Hamiltonian for a dimer coupled to a self-consistent bath

H = Hdimer + Hbath, !8"

where Hdimer can be written in the 1 ,2 basis as

Hdimer & $
a,b=1,2

&=↑,↓

ca&
† 't̄!1 − (ab" + *0(ab(cb& + $

a=1,2
Una↓na↑,

!9"

where *0&−'. Alternatively, Hdimer can be written in the
even/odd basis where the hybridization is diagonal

Hdimer = $
s="

&=↑,↓

cs&
† !st̄ + *0"cs& +

U

2 $
s="

s̄=−s

!ns↑ns↓ + ns↑ns̄↓

+ cs↑
† cs↓

† cs̄↓cs̄↑ + cs↑
† cs̄↓

† cs↓cs̄↑" .

Note that, since we will be solving the quantum impurity
model using continuous-time quantum Monte Carlo and ro-
tationally invariant slave-boson methods, which work within
the action formalism, we will not need the explicit form of
the bath term Hbath.

B. Continuous-time Monte Carlo

A numerically exact solution of the self-consistent two-
impurity problem is obtained using continuous-time quantum
Monte Carlo !CTQMC" !Refs. 42 and 43" which sums the
perturbation theory in )ab!i#n" on the Matsubara axis. The
partition function of the impurity model
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FIG. 1. !Color online" The Brillouin zone is divided into two
patches P+ !inside the inner blue square" and P− !between the two
squares". Dashed line is the free !U=0" Fermi surface at (=0.1 for
t! / t=−0.3. P+ !respectively, P−" encloses the nodal !respectively,
antinodal" region.
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Note that, since we will be solving the quantum impurity
model using continuous-time quantum Monte Carlo and ro-
tationally invariant slave-boson methods, which work within
the action formalism, we will not need the explicit form of
the bath term Hbath.

B. Continuous-time Monte Carlo

A numerically exact solution of the self-consistent two-
impurity problem is obtained using continuous-time quantum
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perturbation theory in )ab!i#n" on the Matsubara axis. The
partition function of the impurity model

(0,π) (π,π)

(π,0)(0,0)

P+

P-

FIG. 1. !Color online" The Brillouin zone is divided into two
patches P+ !inside the inner blue square" and P− !between the two
squares". Dashed line is the free !U=0" Fermi surface at (=0.1 for
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Figure 12: Left panel: Partition of the Brillouin zone adopted in both Ref. [5]
and this thesis. The central (nodal) part is denoted by P+, the border (antinodal)
part by P−. Right panel: Parial density of states (DOS) with respect to P+ and
P−. The lower edge of border patch DOS is denoted by εmin in the main text.
Figures are taken from Ref. [5].

Such a division in momentum space corresponds to a Fourier transformation
of the 2-site cluster in real space c†i=1,2, hence in the K = ± representation, the
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4.4 Three-band Hubbard model (Emery model)

associated modes are reduced to the even- and odd-orbital combinations

c†±σ =
1√
2
(c†1σ ± c†2σ), (4.13a)

G±(ω) =
1

Ω±

∫

P±

d2k
1

ω + µ− εk − Σ±(ω)
. (4.13b)

From the local Green’s function, one can clearly see that now the momentum
dependency is coarse-grind into the dichotomized Brillouin zone patches P±, the
representative momenta are K+ = (0, 0) and K− = (π, π).

The corresponding impurity model is the 2-impurity Anderson model (2IAM),
the cluster Hamiltonian reads:

Hdimer =
∑

i,j=1,2;σ=↑,↓
c†iσ[t̄(1− δij)− µδij]cjσ + U

∑

i=1,2

ni↑ni↓, (4.14a)

t̄ =
1

Ω+

∫

P+

d2k εk = − 1

Ω−

∫

P−

d2k εk. (4.14b)

Since we work with the momentum space, the on-site and hopping terms become
diagonal in K representation

Hdimer =
∑

K=±,σ=↑,↓
c†Kσ(Kt̄− µ)cKσ + U

∑

i=1,2

ni↑ni↓. (4.15)

As explained in section 2.6, quantities such as the self-energy and Green’s function
are diagonal in DCA as well.

In our NRG implementation, the concrete form of interaction term in K space
is not so important, as the impurity Hamiltonian can be defined in a mixed
representation, i.e. Hdimer = Hhop + Hint, where Hhop is diagonal in K as in
Eq. (4.15) and Hint remains in lattice representation as in Eq. (4.14). Because
the NRG solver eventually executes the iterative diagonalization with a specified
impurity operator, in our case c

(†)
K , encoded via a three-leg tensor, it can return

the self-energy Σ±(ω) in correct representation.

4.4 Three-band Hubbard model (Emery model)

The simplest theoretical description of copper oxides is formulated by single-band
Hubbard model, which contains one effective Cu 3dx2−y2 orbital and successfully
describes the so-called Mott Hubbard metal-insulator transition. Despite of that,
the single-band model encounters difficulty when it comes to the senarios concern-
ing the doping dependence of various properties. In the end of 1980’s, an effective
three-band Hubbard model is proposed by V.J. Emery. It is demonstrated that
the properties of high-Tc oxide superconductors can be described by this model,
in which the charge carriers are holes in the O 2px/y orbitals [9].

In the Emery model, the nearest neighbor hopping between the 3d-orbital of
the Cu and 2px/y-orbital of the O, and the hopping between 2px and 2py are
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4.4 Three-band Hubbard model (Emery model)

included. The Hamiltonian in real space reads [32]:

H = Hd(on−site) +Hp(on−site) +Hdpx +Hdpy +Hpxpy

=
∑

r

(εd − µ)d†rdr +
∑

r

Udn
d
r↑n

d
r↓

+
∑

r

(εp − µ)(p†xrpxr + p†yrpyr)

+ tdp
∑

r

(d†rpxr+δx − d†rpxr−δx) + h.c.

+ tdp
∑

r

(d†rpyr+δy − d†rpyr−δy) + h.c.

+ tpp
∑

r

(p†xr+δx
pyr+δy + h.c.)− tpp

∑

r

(p†xr+δx
pyr−δy + h.c.),

(4.16)

where εd and εp are on-site energies of d and px/y-orbitals, µ the chemical po-
tential. δx/y are vectors pointing from d to px/y. The summation of r runs over
all the unit cells, and the summation over the spin σ is understood but not dis-
played explicitly, except in the Coulomb interaction term on the d-orbitals. In
this formalism, all hopping amplitudes (i.e.tdp and tpp) are conventionally defined
as positive numbers, with phase factors explicitly indicated by minus signs in the
Hamiltonian. The full hopping configuration is illustrated in Fig. 13.

Figure 13: Configuration of the relevant three orbitals in Emery model. The
wavefunction phases of dx2−y2 and px/y orbitals are indicated by ± signs, along
with the hopping amplitudes and their corresponding phase conventions. In this
thesis, tdp and tpp are both positive numbers.

To transform into momentum space, we apply Fourier transformation to each
orbital

α(†)
r =

1√
N

∑

k

e±ik·rα(†)
k , (4.17)
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4.4 Three-band Hubbard model (Emery model)

here α
(†)
r and α

(†)
k are annihilation (creation) operators for orbitals α = d, px, py

in real and momentum space.

Hdpx = tdp
∑

r

(d†rpxr+δx − d†rpxr−δx) + h.c.

= tdp
∑

r

{ 1√
N

∑

k

e−ik·rd†k
1√
N

∑

k′

eik
′(r+δx)pxk′

− 1√
N

∑

k

e−ik·rd†k
1√
N

∑

k′

eik
′(r−δx)pxk′ + h.c.}

= tdp{
1

N

∑

r

ei(k−k′)r
∑

kk′

eik
′·δxd†kpxk′ − 1

N

∑

r

ei(k−k′)r
∑

kk′

e−ik′·δxd†kpxk′ + h.c.}

= tdp
∑

k

(eik·δx − e−ik·δx)d†kpxk + h.c.

=
∑

k

2itdp sin(k · δx)d
†
kpxk − 2itdp sin(k · δx)p

†
xkdk.

(4.18)
In the forth line the equation 1

N

∑
r e

i(k−k′)r = δk,k′ is used. Note that±2itdp sin(k·
δx) terms originate from the hopping between d and px, with an opposite phase
convention. d− py hopping follows the same derivation

Hdpy =
∑

k

2itdp sin(k · δy)d
†
kpyk − 2itdp sin(k · δy)p

†
ykdk. (4.19)

Hpxpy includes two directions of hopping, which are denoted by the corresponding
sign of phase

H+
pxpy = tpp

∑

k

(eik(δy−δx) + e−ik(δy−δx))p†xkpyk + h.c.

=
∑

k

2tpp cos[k(δy − δx)](p
†
xkpyk + h.c.),

H−
pxpy =

∑

k

−2tpp cos[k(δy + δx)](p
†
xkpyk + h.c.),

Hpxpy = H+
pxpy +H−

pxpy

=
∑

k

2tpp{cos[k(δy − δx)]− cos[k(δy + δx)]}(p†xkpyk + h.c.)

=
∑

k

4tpp sin(k · δx) sin(k · δy)(p
†
xkpyk + h.c.),

(4.20)

here sum to product formula is used in the last line. Combining Eq. (4.18),
Eq. (4.19), Eq. (4.20) and the on-site energy terms, we arrive at the complete
non-interacting Hamiltonian for Emery model

H0 =
∑

k

(
d†k, p

†
xk, p

†
yk

)
h(k)




dk
pxk
pyk


 , (4.21)
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4.4 Three-band Hubbard model (Emery model)

where h(k) is a 3× 3 matrix and the spin subscript σ is not displayed

h(k) =




εd − µ 2itdp sin (k · δx) 2itdp sin (k · δy)
−2itdp sin (k · δx) εp − µ 4tpp sin (k · δx) sin (k · δy)
−2itdp sin (k · δy) 4tpp sin (k · δx) sin (k · δy) εp − µ


 .

(4.22)
A unitary transform can tridiagonalize the matrix h(k). The transform essen-

tially mixes px and py orbitals into two new orbitals referred to as bonding and
non-bonding orbitals [33], denoted as pk and p̄k

pk =
i

γk
sin(k · δx)pxk −

i

γk
sin(k · δy)pyk, (4.23a)

p̄k =
i

γk
sin(k · δx)pxk +

i

γk
sin(k · δy)pyk, (4.23b)

where γ2k = sin2(k ·δx)+ sin2(k ·δy) is a normalization factor. Since the d orbital
is unchanged under this transform, the complete transform matrix can be written
as

U =




1 0 0
0 i

γk
sin(k · δx) − i

γk
sin(k · δy)

0 i
γk

sin(k · δx)
i
γk

sin(k · δy)


 . (4.24)

Given the transform matrix U , the non-interacting Hamiltonian is now trans-
formed to

h̄(k) = U †h(k)U

=




εd − µ −2tdpγk 0
−2tdpγk εpk − µ t′k

0 t′k εp̄k − µ


 .

(4.25)

The matrix elements in Eq. (4.25) are

εpk = εp +
8tpp
γ2k

sin2(k · δx) sin
2(k · δy), (4.26a)

εp̄k = εp −
8tpp
γ2k

sin2(k · δx) sin
2(k · δy), (4.26b)

t′k = −4tpp
γ2k

sin(k · δx) sin(k · δy)(sin
2(k · δx)− sin2(k · δy)). (4.26c)

In some articles, e.g. Ref. [34, 35, 36], the next-nearest hopping between p elec-
trons is also considered. As such hopping directions are along either δx or δy, it
contributes to h(k) via additional diagonal elements 2t′pp cos(2k · δx/y). Further-
more, the unitary transformed matrix would be modified in the same way. In this
thesis, we only consider nearest neighbor hopping.
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4.4 Three-band Hubbard model (Emery model)

Now it is time to inspect the transformed Hamiltonian H̄0

H̄0 =
∑

k

(
d†k, p

†
k, p̄

†
k

)
h̄(k)




dk
pk
p̄k




=
∑

k

(εd − µ)d†kdk + (εpk − µ)p†kpk + (εp̄k − µ)p̄†kp̄k

− 2tdpγk(d
†
kpk + p†kdk) + t′k(p

†
kp̄k + p̄†kpk).

(4.27)

The structure can be clearly seen via the above equation: in this bonding/non-
bonding representation, bonding p is coupled to d and p̄ respectively, while non-
bonding p̄ is decoupled from d. When tdp = 0, the coupling between d and p
vanishes and gives rise to a dispersionless p band. This can be seen from left
panel in Fig. 14.

Figure 14: Left panel: Dispersion relations obtained from direct diagonalization
of h(k). εd = 0, εp = −2.3, tdp = 2.1, tpp = ±1, 0. Rose red curves corresponds
to the d-band, blue curves the p-bands. Solid lines with tpp = +1, whereas the
dashed lines with tpp = 0 and tpp = −1. Right panel: The path connecting the
three high-symmetry points Γ, X, and M .

The tridiagonal h̄(k) makes it possible to derive the Green’s function analyti-
cally.

G(k, ω) = {(ω + µ)1− h̄(k)−Σ(ω)}−1 (4.28)

Here, the full interacting Green’s function is a 3× 3 matrix as three orbitals are
involved, 1 is unit matrix and Σ(ω) a matrix with only one non-vanishing element

Σ(ω) =




Σd(ω) 0 0
0 0 0
0 0 0


 . (4.29)

In the Emery model, Coulomb interaction on px/y orbitals is ignored, therefore the
self-energyΣ(ω) has a simple form, which takes Σd(ω) the self-energy on d orbitals
into account only. As G−1(k, ω) retains the tridiagonal form, its inverse can be
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4.4 Three-band Hubbard model (Emery model)

evaluated via a continued fraction expansion [32] as seen in section 3.2. Combine
Eq. (4.25) and Eq. (4.28), the (d, d) component of G(k, ω), e.g. Gdd(k, ω) is

Gdd(k, ω) = [ω + µ− εd − Σd(ω)− ε̄k(ω)]
−1

=


ω + µ− εd − Σd(ω)−

4t2dpγ
2
k

ω − εpk + µ− t′2k
ω−εp̄k+µ




−1

. (4.30)

The above Green’s function can be understood as follows: all the hopping effects
are encoded in an effective dispersion ε̄k(ω), that takes account dispersion from
Hdp and Hpp in terms of γk and εp/p̄k. We only care about the (d, d) component
of G(k, ω) as only the d orbital is interacting and its self-energy Σd(ω) comes
into play. In this thesis Gdd(k, ω) is the lattice Green’s function that we consider

Figure 15: A schematic illustrating the mapping of a three-band lattice problem
to an effective single-impurity problem using DMFT, and further to a two-site
impurity problem via DCA.

for the DCA self-consistency loop, momentum dependency is averaged out to
calculate the local Green’s function,

Gdd(ω) =

∫

BZ

ddk

(2π)d
Gdd(k, ω), (4.31)

with which the hybridization function can be obtained via

Γout(ω) = Im{[Gdd(ω)]−1 + Σd(ω)}. (4.32)

The 2-site DCA generalization follows the same way described in section 4.3, the
only difference is that the local Green’s function is replaced by Gdd(ω), which
contains the spatial correlation from p-orbitals.
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5 Numerical Results I (Hubbard Model)

5.1 Spectral functions

Benchmark at finite temperature

The central variable throughout this work is the hole doping level x, we study
various dynamical quantities as a function of x, and see how the system evolves
and transitions with increasing doping. We begin with the spectral function,
benchmarked against Ref. [5], the model Hamiltonian is described in section 4.3.
We use U/t = 10, t′/t = −0.3 in units of D = 4t = 1.

Before presenting the results, we define the critical doping xc as the doping
level at which the pseudogap width ∆ vanishes.

xc = min{x | ∆(x) = 0}, (5.1)

∆ is determined by the position of the first coherent excitation, which is deter-
mined by the pole of the antinodal Green’s function

G−(ω) =

∫

P−

d2k

(2π)2
1

ω + µ− εk − Σ−(ω)
. (5.2)

Neglecting the effect of the imaginary part of Σ−(ω) yields the gap equation

∆ + µ− εmin − ReΣ−(∆) = 0. (5.3)

Here εmin is the lower edge of the partial density of states with respect to the
border patch, as shown in the left panel of Fig. 12.

!=8%. The difference between the even and the odd orbitals
increases with U. Above U!1.5, the renormalized chemical
potential falls below the lower edge of the partial DOS for
the outer patch and the odd spectral function is vanishing at
the chemical potential. However, when U"1.5, the odd or-
bital is metallic again, showing clearly that the Coulomb
interaction is at the origin of the differentiation in momen-
tum space.

B. Spectral functions and the pseudogap at low doping

In Sec. III A, we have shown that strong orbital differen-
tiation sets in at low-doping levels !#16%. In a simplified
low-energy description, the effective chemical potential for
the odd orbital is pushed below the lower-band edge. This
corresponds to the vanishing of the low-energy spectral
weight of the odd orbital and signals the disappearance of
low-energy quasiparticles in the antinodal regions. In this
section, we go beyond this simple low-energy analysis and
study the full frequency dependence of the spectral functions
of both the even and odd orbitals. One of the main outcomes
of this study, as we shall see, is that the odd orbital does not
have zero spectral weight in a finite frequency range around
$=0, but rather develops a pseudogap.

The computation of real-frequency spectral functions is
made possible by the very high quality of the CTQMC re-
sults on the Matsubara axis, allowing for reliable analytical
continuations to the real axis at low and intermediate ener-
gies using simple Padé approximants45 "see Appendix B#.
This is a definite advantage of our simplified two-orbital ap-
proach, in which the statistical noise of Monte Carlo data can
be reduced down to very small values at a reasonable com-
putational cost. In Fig. 7, we plot the spectral function A−"$#
of the odd orbital at a fixed interaction U=2.5. At high en-
ergies, the spectra display the expected lower and upper
Hubbard bands. From now, we focus on the lower energy
range. In this range, the spectra display a central peak. At
high doping, this peak is centered at the Fermi level $=0. As
the doping level is reduced, this peak shifts toward positive
energies. At the critical doping !c!16%, the chemical po-

tential is at the lower edge of the peak, in agreement with the
low-energy analysis discussed above.

Correspondingly, the spectral weight at $=0 is strongly
suppressed as the doping is reduced from !c!16%. A
pseudogap is formed at low energy, as clear from the inset of
Fig. 7, which deepens as the doping level is reduced. There is
no coherent spectral weight at the chemical potential. The
finite spectral weight at $=0 is due to thermal excitations. In
contrast, the finite spectral weight at small but nonzero fre-
quency survives as temperature is reduced, corresponding to
a pseudogap rather than a true gap in A−"$#.

The prominent peak at low energies in A−"$# is associated
with the first coherent excitations at positive energies. By
neglecting the effect of the imaginary part of the self-energy,
it is possible to precisely identify the position of this peak as
the scale % where the first positive-energy poles appear in
the expression of the odd-orbital Green’s function

G−"$# = $
k!P−

1

$ + & − 'k − (−!"$#
. "27#

Hence, % is the solution of

% + & − )min − (−!"%# = 0, "28#

where )min is the lower-band edge of the outer-patch partial
density of states "DOS#. The solution of this equation is
shown in Fig. 8. The gap % opens below !c and provides a
characteristic energy scale for the position of the peak "see
inset in Fig. 7#. Note that this energy scale is much smaller
than the deviation of the renormalized chemical potential
&−(−!"0# from the lower outer-patch band edge because of
the nontrivial frequency behavior of the self-energy. Further-
more, the magnitude of % as obtained from Fig. 8 is in the
range of tens of meV’s consistent with the typical magnitude
of the pseudogap in cuprates.

In Fig. 9, we display the spectral function A+"$# of the
even orbital for different doping levels. The dependence of
A+"$# on doping is rather weak. The main feature of the
noninteracting density of states corresponding to the central
patch "Fig. 2# is recovered on these spectra, namely, a broad

1 1,5 2 2,5 3 3,5 4
U

-0,5

0

0,5

1

1,5

2

R
e

Σ(
0)

Re Σ−(0)

Re Σ+(0)

µ−Re Σ−(0)

FIG. 6. "Color online# Real parts of the self-energies at $=0,
extrapolated from CTQMC results at *=200, as a function of U at
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Figure 16: Left panel: Antinodal spectral function A−(ω) at inverse temperture
β = 200 for several doping values, presenting the forming of the pseudogap.
It is taken from Ref. [5]. Right panel: Our corresponding 2-site DCA+NRG
computation. The pseudogap at doping levels below xc exhibits higher resolution
and greater robustness against thermal fluctuations.

Fig. 16 demonstrates the border patch (antinodal) spectral function, denoted
as A−(ω). The left panel is adapted from Ref. [5], the right panel presents our
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5.1 Spectral functions

results obtained using DCA+NRG. The key parameters of the NRG solver are set
as follows: number of kept states Nkeep = 13000, and the logarithmic discretiza-
tion parameter Λ = 3. These parameters are made to achieve a better resolution
for low energy behavior, and suffice to accurately address the two-impurity model.
Model parameters are set to be aligned with Ref. [5].

From both left and right panels in Fig. 16, one can see the well-established
upper and lower Hubbard bands at high energies, along with a central peak
near the Fermi level. At high doping, the peak is centered at ω = 0, forming a
quasiparticle peak as described in Fermi liquid theory. As the doping is reduced,
the peak is shifted toward ω > 0, and the spectral weight at ω = 0 is strongly
suppressed, forming a pseudogap in the spectral function A−(ω). By solving the
gap equation Eq. (5.1), the critical doping is determined as xc = 16% for both
cases. A detailed calculation of ∆ by DCA+NRG scheme is shown in Ref. [37].

In the benchmark from Ref. [5] (left panel of Fig. 16), the spectral weight at
the Fermi level becomes finite and gradually loses the dip-like suppression even
for doping levels below the critical value (x ≲ xc). This behavior is attributed to
thermal excitations and the limited resolution at ω ∼ 0 inherent to the Quantum
Monte Carlo (QMC) impurity solver combined with analytical continuation.

In our results (right panel of Fig. 16), the pseudogap feature, i.e. the dip-like
supression at the Fermi level persists beyond the critical doping, e.g. x = 20%,
with a finite spectral weight, A−(ω = 0) ≳ 0. This reflects the high-resolution of
our NRG solver in the low-energy region.

In summary, our results show excellent agreements with the result of Ref. [5].
Furthermore, a more pronounced pseudogap is reproduced for x < xc. Notably,
a suppression in spectral weight remains visible even near x ∼ xc, and appears to
be more robust against thermal excitations compared to the findings in Ref. [5].

Our results at zero temperature

From this point onward, we focus on the case of zero-temperature (β = 1010)
to identify a potential quantum critical point (QCP) between the pseudogap
and Fermi liquid phases. At zero temperature, thermal fluctuations are entirely
suppressed, allowing the spectral function to accurately reflect the gap width ∆.
Hence, in this case we define xc as the doping above which the border patch
spectral weight becomes non-vanishing at the Fermi level, i.e. the insulator-to-
metal transition occurs.

xc = min{x | A−(ω = 0) > 0} (5.4)

Fig. 17 shows calculations of A±(ω) on a broader doping range from 5.7% to
43.7%. The insulator-to-metal transition that occurs at xc = 17.2% is shown in
the inset of right panel in Fig. 17. When x < xc, the pseudogap has a finite
width, hence the border patch is insulating. As x increases and exceeds xc, the
gap width decreases, leading to a finite spectral weight at the Fermi level, which
then increases in a continuous manner, as illustrated in the right panel of Fig. 17.

The spectral function of the central patch (nodal region), A+(ω), is shown in
the left panel of Fig. 17. A+(ω) exhibits much weaker dependence on doping and
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5.1 Spectral functions

gradually recovers the main feature of the non-interacting density of states, as
seen in the left panel of Fig. 12. A small dip near the Fermi level corresponds to
the prominent peak in A−(ω). As doping increases, the dip is continuously filled,
indicating a smooth transition.

Figure 17: Left panel: Spectral function for the central DCA patch of mo-
mentum (0, 0), at doping ranging from 5.7% to 43.7% and inverse temperature
β = 1010, which holds also for the right panel. Right panel: The border DCA
patch of momentum (π, π). The insets show ω ∼ 0 in more detail.

Fermi surface and electronic structure

The structure of the Fermi surface defined as

εk +ReΣ(k, ω = 0)− µ = 0, (5.5)

can be observed from the spectral function at Fermi level A(k, ω = 0) and is
shown in Fig. 18 as function of doping x. The momentum dependence arises
from both the dispersion εk and the self-energy Σ(k, ω). In our case, the self-
energy is defined on a dichotomized Brillouin zone, with only two coarse-grained
momentum resolutions denoted as Σ±(ω).

This is illustrated in the upper row of Fig. 18, where no interpolation is em-
ployed. Consequently, the Fermi surface presents discontinuities between central
and border patches. The central patch displays an arc-like region with finite
spectral weights at low doping x < xc, whereas the border patch is completely
gapped out. At doping above xc, the border patch recovers coherence, exhibit-
ing a Fermi surface contributions around (π, 0) and (0, π) in antinodal regions.
This emphasizes the insulator-to-metal transition of the border patch, while the
central patch is always metallic for finite doping x ̸= 0.

In the lower row of Fig. 18, the cumulant interpolation described in section
2.6 is applied. At a low doping level x = 11.4%, the Fermi arc, as observed in
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5.2 Self-energy and quasiparticle weight

Figure 18: Upper row: Spectral function at the Fermi level A(k, ω = 0) with-
out interpolation between patches. Lower row: With cumulant interpolation.
The columns read from left to right present doping across xc, emphasizing the
continuous transition.

ARPES experiments [2], can be clearly recognized. At an intermediate doping
level x = 16.0% < xc, the Fermi surface emerges, even without the spectral
contribution from the border patch, as shown in the corresponding upper panel.
When doped above the critical point x = 17.5% > xc, the Fermi surface maintains
its hole-like character without any evidence of a quantum critical behavior. At
higher doping levels x ≫ xc, the hole-like Fermi surface expands and eventually
intersects itself at a certain doping level, forming a closed Fermi surface around
(0, 0).

To summarize, while the insulator-to-metal transition is observed around the
critical doping level xc, no indication of genuine quantum criticality is captured,
while at lower doping values a crossover-like behavior forms Fermi-arcs.

5.2 Self-energy and quasiparticle weight

As discussed in the last chapter, if a system can be described by Fermi liq-
uid theory under a certain energy scale, the imaginary part of zero-temperature
self-energy has to obey the quadratic form −ImΣ(ω) ∼ ω2. Fig. 19 shows the
imaginary part of self-energy in both central and border patches.

For underdoped cases (x < xc), the broadening of discrete δ-peaks from NRG
results leads to oscillations in the low-energy region, rendering the quadratic
fitting unreliable. Thus, we only use one of the curves (x = 43.7%) and fit
it with a quadratic function f(ω) = c · ω2. For well-established Fermi liquid
behavior, this fitting holds over a relatively larger region, [−ωFL, ωFL], where
ωFL refers to the Fermi liquid energy scale. With this quadratic reference, we
analyze the asymptotic behavior of −ImΣ±(ω) within a specific energy range
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5.2 Self-energy and quasiparticle weight

∆ω ≡ [10−3, 10−2].
In the underdoped regime (x < xc), the curves exhibit a steeper slope than

ω2, and cannot be adequately fitted by a quadratic function without significant
deviation, indicating the absence of Fermi liquid behavior within the range ∆ω.
However, as doping increases and approaches xc, the slope gradually decreases,
and the curves transition smoothly into the overdoped regime (x > xc). Finally,
the curves converge towards the quadratic reference ω2, signifying the onset of
Fermi liquid behavior within ∆ω.

Figure 19: Left panel: The imaginary part of the self-energy for the central patch
is shown. The curve at a doping level of x = 43.7% is fitted with a quadratic
function, represented by the dark solid line. The curves first evolve toward xc
and then approach the quadratic reference with an increasing doping level. Right
panel: The imaginary part of the self-energy for the border patch is presented,
showing a similar trend to that observed in the central patch.

To address the oscillations in self-energies and examine Fermi liquid behavior
in the lower energy region (ω < 10−2), a more detailed investigation of the Fermi
liquid energy scale ωFL, along with a systematic analysis based on susceptibilities,
is presented in the next section.

Quasiparticle weight

Fig. 20 shows the quasiparticle weight, defined by Eq. (4.7), for the two momen-
tum patches and their average as a function of doping, marked by solid black lines.
The dashed lines represent the derivative of the quasiparticle weight with respect
to the doping level, i.e. ∆Z/∆x, highlighting the region of maximal change.

At low doping, Z+ initially reduces with increasing doping, while Z− in contrast
increases. As doping level surpasses xc, Z− keeps the increasing trend throughout
the entire process, while Z+ stops decreasing and begins to increase.

Such an initial decrease can be observed in Ref. [5] as well, as shown in Fig. 21,
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5.2 Self-energy and quasiparticle weight

although it is not as pronounced as our result, because the model is calculated
at a finite temperature β = 200.

In our zero temperature results, the initial decrease in the underdoped region
of Z+ is much more pronounced than in Ref. [5]. In the derivative ∆Z/∆x, a
sharp valley appears at the critical point xc. For Z−, it nearly displays a linear
dependence on doping, and the variation at xc is less marked.

The increase in quasiparticle weight in the border patch Z−, resulting from the
gradual reduction of the gap-like feature around xc, is counteracted by the sharp
decline in the quasiparticle weight in the central patch Z+, at low doping near xc.
This interplay leads to an overall decrease in the total quasiparticle weight, Ztot.
Consequently, the non-monotonic behavior of Ztot as a function of x is observed.
Nonetheless, the quasiparticle weights remain well-defined, neither diverging nor
vanishing, thereby ruling out any indication of critical behavior.

Figure 20: Left panel: The quasiparticle weight for the central patch. Middle
panel: The quasiparticle weight for the border patch. Right panel: The aver-
aged quasiparticle weight. The black solid line with colored markers represents
Z, while the gray dashed lines indicate its derivative with respect to doping x.
The vertical dash-dotted line marks xc.

The difference between Z+ and Z− vanishes above a certain doping level, xcvg
(cvg refers to the convergence of µ − ReΣ−(0), as shown in Fig. 22), which
marks the point where differentiation between the two patches diminishes. This
is illustrated in Fig. 22, where the patch differentiation is quantified by the
real part of the self-energy at the Fermi level, ReΣ±(0). As the doping level
surpasses xcvg = 31%, the dichotomy in momentum space disappears, indicating
a transition to a fully metallic state. In this regime, the system can be effectively
described by single-site DMFT, leading to no distinction between Z+ and Z−.
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5.3 Susceptibility and phase diagram

self-energy !−!!0" increases rapidly as the doping level is
reduced, while !+!!0" remains much smaller and even de-
creases slightly with doping. At the critical doping level
"#16%, the effective chemical potential of the odd orbital
#−!−!!0" reaches the lower edge $min=−0.38 of the nonin-
teracting partial density of states corresponding to the outer
patch !Fig. 2", as signaled by the dashed horizontal line in
Fig. 3. Retaining only the real part of the self-energy, this
implies that the pole equation corresponding to the outer
patch %+#−&k−!−!!%"=0 no longer has solutions for %=0,
signaling the disappearance of low-energy quasiparticle ex-
citations from the outer patch. Hence, for "'16%, we have
a strongly momentum-differentiated metal, with quasiparti-
cles present only within the central patch. Only when the
doping eventually reaches "=0 do these quasiparticles in
turn disappear, corresponding to a Mott insulator. Note that
in the above analysis, we neglected the contribution from the
imaginary part of the self-energy !−"!0". Indeed, our data
indicate that !−"!0" vanishes as the temperature goes to zero,
so that the transition does exist in this limit. At finite tem-
peratures, the imaginary part of the self-energy gives a small
contribution to the spectral density at the chemical potential,
but still a rapid change of behavior is expected around the
transition.

Further insights into this transition can be obtained by
analyzing the average occupancies in each orbital n+ and n−
obtained by CTQMC and within the RISB calculation !see
Fig. 4". At large doping, the occupancies obtained by both
methods behave similarly and increase with decreasing dop-
ing. As the doping gets closer to the critical value "#16%,
the RISB solution displays a strong deviation where n+

RISB

increases rapidly and n−
RISB vanishes. Recalling that the

slave-boson approximation only accounts for the low-energy
physics associated with quasiparticles, this indicates that the
odd orbital becomes empty at low energy in the low-doping
phase and that there are no low-energy excitations left in the
outer patch, as discussed above. A change of behavior in n(

at the transition is also present in the CTQMC solution, but it
should be kept in mind that these quantities then include
contributions from the higher-energy features of the spectral

function and hence n−
CTQMC is not expected to vanish in the

low-doping phase because the odd orbital does have spectral
weight at sufficiently negative energies in that phase as well.

In our VB-DMFT approach, the strong differentiation in
momentum space at low doping manifests itself as an
orbital-selective transition. As one approaches the Mott in-
sulator, the odd orbital localizes at a finite doping level,
while the even one only does so at "=0 when reaching the
Mott insulator. This is actually a crude description of the
formation of Fermi arcs. Indeed, for ")16%, quasiparticles
are only present in the inner patch, close to the nodal region.
Instead, in the antinodal region, the Fermi surface is de-
stroyed and the spectral function vanishes at the chemical
potential. A more precise description of the actual formation
of the Fermi arcs requires specifying a procedure for recon-
structing the momentum dependence of the self-energy from
this two-orbital description. This is the topic of Sec. V.

A marked difference of behavior between the two orbitals
at low doping is also found for the quasiparticle residues !see
Fig. 5" defined by

Z( = $1 − %d!(! !%"
d%

%
%→0

&−1

. !26"

The CTQMC data and RISB approximation for Z( differ in
absolute value but they both display similar trends. Again, at
high doping, Z+ and Z− are close to each other. As the doping
is reduced, Z− decreases !with roughly a linear dependence
on doping" while Z+ remains essentially constant. Below the
critical doping, Z− cannot be interpreted as the spectral
weight of a quasiparticle !the odd orbital is localized", but it
does indicate that the correlations continue to affect the odd-
orbital self-energy. Hence, correlations preferentially act on
the antinodal electrons. In contrast, correlations appear to
have little influence on Z+ below "c, indicating that the nodal
quasiparticles appear to be “protected” by the opening of the
!pseudo-" gap in the antinodal regions.

The value of the critical doping "c at which the transition
appears depends on the value of the interaction U. The larger
the U, the larger the "c. To illustrate the effect of U, we plot,
in Fig. 6, the real parts of the self-energies extrapolated to
zero frequency for different values of U at a fixed doping
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Figure 21: Quasipariticle weights evaluated using continuous time-quantum
Monte Carlo (CTQMC) and rotationally invariant slave bosons (RISB) at fi-
nite temperature β = 200. The reduction in Z+ is visible but less pronounced
compared to our zero temperature results. This figure is adapted from Ref. [5].

Figure 22: Real part of self-energies at Fermi level, as a function of doping x.
ReΣ±(0) merge at xcvg = 31%, beyond which the difference in Z± vanishes.

5.3 Susceptibility and phase diagram

In correlated systems, susceptibilities are of interest as they reflect how the sys-
tem responds to perturbations and can provide valuable information about phase
transitions.

In the framework of NRG, susceptibilities can be computed as retarded cor-
relators of two bosonic operators, O1 and O2, defined in the impurity Hilbert
space

χ(t) = ⟨O1| |O2⟩ (t) = −iΘ(t)⟨[O1(t),O2]⟩, (5.6)
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5.3 Susceptibility and phase diagram

where the spectral part χ′′ of the susceptibility is defined by χ = χ′ − iπχ′′ and

χ′′(ω) =
1

2π

∫
dteiωt⟨[O1(t),O2]⟩. (5.7)

In our implementation, such a correlator is evaluated using the fdmNRG ap-
proach, involving the local current and spin operators, respectively, and utilizing
the Lehmann representation [25]. The two types of susceptibilities are defined as
follows:

χ′′
j = ⟨j| |j⟩ω , where j = −it(c†1c2 − c†2c1), (5.8a)

χ′′
S = ⟨Sloc| |Sloc⟩ω , where Sloc =

1√
2

∑

αα′

c†1ασ
z
αα′c2α′ . (5.8b)

Figure 23: Upper panels: Current susceptibility χ′′
j and spin (magnetic) sus-

ceptibility χ′′
S. When the border patch is gapped (x < xc), the curves exhibit

an upward kink. As the doping level increases beyond xc, the curves transition
into a downward kink. Both χ′′

j and χ′′
S show similar behavior. Lower panels:

second derivative of χ′′
j/S, where the extremum coordinates are used to determine

ωFL.

We begin by analyzing the near-static limit, χ′′
j/S(ω → 0), which is closely

related to the spectral function at the Fermi level, A−(ω = 0), as illustrated in
the inset of Fig. 23.

For x < xc, the border patch is gapped out, resulting in lower electron density
and thus suppressed susceptibilities. For x > xc, the pseudogap is filled, and
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5.3 Susceptibility and phase diagram

A−(ω = 0) increases, leading to higher electron density and causing the leap in
χ′′
j/S(ω → 0) at xc. As the doping level further increases beyond x = 33.0%,

A−(ω = 0) decreases, resulting in a suppression of χ′′
j/S.

In summary, the change observed in χ′′
j/S(ω → 0) is driven by the insulator-

to-metal transition in the border patch, consistent with the continuous transition
described in the spectral function and self-energy.

Phase diagram

To investigate the potential pseudogap-to-Fermi liquid phase transition, the Fermi
liquid energy scale ωFL serves as a key indicator. It is defined as the crossover
scale, below which the Fermi liquid emerges, characterized by a linear scaling of
the susceptibility, χ′′

j/S ∼ ω, as predicted by Fermi liquid theory. Consequently,
the extremum of the second derivative of χ′′

j/S can be a feasible measure for
locating the part, where χ′′

j/S stops being linear. Therefore, we define ωFL as the

extremum of the second derivative
∂2logχ′′

j/S

∂(logω)2
.

In Fig. 23, susceptibilities χ′′
j/S and the second derivatives are shown in appro-

priate double log or linear-log scale. The upper panels demonstrate χ′′
j and χ′′

S.
For x < xc, one can see a series of upward kinks in the low frequency regime,
i.e. peaks in terms of second derivative. The positions of these peaks label the
corresponding energy scales, which decrease with the increasing x. For x > xc,
these upward kinks initially remain the peak-like feature, and consequently tran-
sition to a series of downward kinks progressively, corresponding to the minima in
the second derivative. As a result, ωFL increase with x, consistent with the well-
established metallic nature of overdoped systems. The unexpected fluctuations
of ωFL in the overdoped regime are discussed in Appendix A.

Figure 24: Left panel: The phase diagram of the extracted energy scale ωFL,
determined from χ′′

j , as a function of doping x. Right panel: The phase diagram
determined by χ′′

S. The critical doping in both cases is xc = 17.2%, consistent
with the xc determined via A−(ω).
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5.4 Energy flow

The extracted crossover scale ωFL as function of doping x is shown in Fig. 24
to visualize the reduction of ωFL towards xc. Both plots display a valley between
underdoped and overdoped regime. The Fermi liquid scale ωFL diminishes down
to a value of ωFL ∼ 10−5 as doping approaches xc, where we sampled x with a
step size of ∆x ∼ 0.2%.

However, the Fermi liquid scale never vanishes completely. This behavior high-
lights the significance of spatial correlations and suggests a possible breakdown of
Fermi liquid theory, motivating further investigations involving multiple orbitals
or larger cluster sizes.

Therefore, we reiterate that this is not a genuine quantum phase transition
between the pseudogap and Fermi liquid phases.

5.4 Energy flow

As discussed in section 3.6, the fixed point in energy flow can reflect the existence
of Fermi liquid and provides a measure of the characteristic energy scale. Fig. 25
illustrates the energy flow of the border patch for various doping values, with
only even iterations shown. Each energy flow is labeled by the corresponding
excitation number along with the degeneracy indicated in the parentheses.

The vertical dashed line marks the iteration at which the fixed point is reached.
Due to Eq. (3.34), the NRG spectrum is rescaled by a factor Λ−N/2, where N
denotes the iteration number. Consequently, the Fermi liquid energy scale is
determined as ωFL = Λ−Nfix/2.
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Figure 25: Energy flow obtained by solving the corresponding 2-impurity Ander-
son model. The black vertical dashed line indicates the fixed point Nfix.

The resulting Fermi liquid energy scales are listed in the Table 1. The same
trend observed in Fig. 24 is evident here, where a phase boundary with a valley-
like structure emerges. Additional values of ωFL were calculated, confirming the
absence of fluctuations in the overdoped regime.

Furthermore, one would expect a clear distinction between pseudogap states
(x < xc) and Fermi liquid states (x > xc) if quantum criticality were present.
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5.4 Energy flow

x(%) 11.4 16.0 17.5 36.9
ωFL 10−3.3 10−4.1 10−5.0 10−3.5

Table 1: Fermi liquid energy scales evaluated via the fixed point in energy flow.
ωFL = Λ−Nfix/2

However, across the entire doping range, including the underdoped regime, all
energy flows consistently exhibit Fermi liquid characteristics, with no significant
differences observed below or above xc. This confirms our conclusion from the
previous analysis: no quantum criticality is present.

To summarize, our calculations for the single-band Hubbard model do not
reveal the anticipated quantum pseudogap-to-Fermi liquid phase transition at
xc. Instead, only a continuous insulator-to-metal transition is observed in the
border momentum patch. This implies that 2-site clusters are too small to reveal
the said quantum phase transition, further studies should focus on 4-site clusters.
Moreover, it motivates further investigation using the three-band Hubbard model
within the framework of the 2-site DCA. The inclusion of two additional p-orbitals
is expected to enhance spatial correlations, even within the constraints of the 2-
site scheme.
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6 Numerical Results II (Emery Model)

6.1 Spectral functions

A detailed description of the Emery model is discussed in section 4.4. In our
consideration, only interactions on d-orbitals are considered and denoted as Ud.
This simplification is justified by DFT + U calculations, which argued that the
Coulomb interaction on px/y-orbitals and intersite interactions are much smaller
than that on d-orbitals [38, 39]. As is well known in Mott physics, a large Ud

can split the d-band into two subbands, i.e. the upper Hubbard band (UHB) and
the lower Hubbard band (LHB). The resulting insulator is referred to as Mott
insulator.

In this work we study another type of insulator that involves multiple or-
bitals. Ud opens a gap in the same way as in a Mott insulator, and pushes the
UHB beyond the oxygen-dominant band, leading to an insulating gap. To excite
electrons to the UHB, the required energy is estimated by the so-called charge
transfer energy ∆ ≡ εd − εp, defined as the difference between on-site energies of
d- and p-orbital, because charge transfer occurs between oxygen atoms and cop-
per atoms. Ud is required to be much larger than ∆ to form the charge-transfer
gap (CTG), hence such an insulating system is referred to as a charge-transfer
insulator (CTI), to be distinguished from a Mott insulator.

Upon doping the charge-transfer insulator, holes preferentially enter oxygen
atoms first, as the p-orbital has higher on-site energy than LHU. Hybridization
between p- and d-holes leads to the so-called Zhang-Rice singlet band, occupying
the Fermi level [40].

Model

In second-�uantized notation�the three-band Emery-�SA Hub-

bard model ���������on the s�uare lattice is
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Fig. 1. (A) Schematic view of the three-band Hubbard model. The d-shaped orbitals sit on copper atoms whereas the two types of p-shaped orbitals (px and
py ) sit on the surrounding oxygen atoms. (Inset) The 2 ⇥ 2 cluster used for the CDMFT calculation. (B) Total and partial densities of states of the interacting
model for parameter set Eq. 3 (ionic case) for 12% hole doping at T = 0. (C) The same, for parameter set Eq. 4 (covalent case) for 13% hole doping at T = 0.
LHB stands for lower Hubbard band, UHB for upper Hubbard band, CTG for charge-transfer gap, CTB for charge-transfer band, and ZRSB for Zhang–Rice
singlet band. Note that the isolated peak in the lower Hubbard band appears clearly only for the ionic case Eq. 3.
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Figure 26: Left panel: Spectral function of both Cu- and O-atoms, labeled by
their characteristic bands. The figure is taken from Ref. [35]. Right panel:
Our results using the same parameters and doping level (xtot ∼ 13%). The band
positions show excellent agreement with the left panel, and the pseudogap is
resolved more clearly.

For benchmark purposes, our results, computed for same parameters as Ref. [35],
are presented in the left panel in Fig. 26. The band positions show reasonable
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6.1 Spectral functions

agreement, but our method provides significantly higher resolution in the low-
energy regime near the Fermi level, allowing the pseudogap feature to be clearly
observed. A clear LHB is absent for both of the results because the relatively
small εp leads to stronger covalency and mixes LHU and CTB [35].

As shown in the right panel in Fig. 26, all the mentioned characteristic bands
are well-recognized and labeled by their corresponding abbreviations. The spec-
tral function is obtained at zero temperature (β = 1010) with the following pa-
rameters [41]:

εd = 0, εp = −2.3, tpp = 1, tpd = 2.1, Ud = 14. (6.1)

In this work, the electron picture is employed, therefore εp < 0, and the system is
13.3% hole-doped. In Emery model, as three orbitals d-, px- and py are included,
doping levels in this work always refer to the total doping, counting contributions
from the three bands. The half-filled reference is

nd = 1, npx = npy = 2 → ntot = 1 + 2× 2 = 5, (6.2)

as p-bands are expected to be fully filled in the charge transfer insulator, while
the d-band, as the interacting band, is truly half-filled. Thus, the total doping is
defined as

xtot = 5− (nd + npx + npy) (6.3)

Figure 27: Left panel: d-orbital spectral function in the central patch. Right
panel: d-orbital spectral functions in the border patch, as a function of total
doping xtot. The pseudogap in A−(ω) gradually closes with increasing doping,
the critical doping is defined at xc = 15.6%, above which spectral function weight
becomes non-vanishing at the Fermi level.

Additional results at different doping levels are presented in Fig. 27. In the
Emery model, where only the d-orbital is interacting, our focus is primarily on the
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6.1 Spectral functions

d-band, particularly in the border patch. The pseudogap observed in the spectral
function A−(ω) exhibits behavior strikingly similar to that in the Hubbard model:
the gap width gradually narrows, and the spectral weight, initially suppressed,
becomes finite above the critical doping level xc = 15.6%, which we define in the
same way as for the Hubbard model.

Fermi surface and electronic structure

As a three-band model, we inspect the spectral function at the Fermi level

A(k, ω = 0) = − 1

2πi
Tr {G(k, ω = 0)−G†(k, ω = 0)}

= − 1

π

∑

i

Im{(0 + µ)1− h(k)−Σ(k, ω = 0)}−1
ii .

(6.4)

Here, h(k) is the non-interacting Hamiltonian and Σ(k, ω) self-energy, defined
in Chapter 4. As shown in the upper row of Fig. 28, where no interpolation is
applied, the results exhibit the same trend as observed in the Hubbard model—the
gapped border patch gradually recovers coherence as doping increases above xc.

In the lower row, the cumulant interpolation is applied, utilizing the identical
weight function Eq. (2.69) as in the Hubbard model. For sufficiently low doping
xtot = 3.4%, the spectral weight is strongly suppressed and the arc structure
observed in Hubbard model is almost unrecognizable. For doping levels just at
and above xc, i.e. xtot = 15.6% and xtot = 16.0%, there is always a closed Fermi
surface centered at (0, 0), the d-p orbital hybridization shifts the closed Fermi
surface to be less hole-like, with smaller curvature around (π/2, π/2) compared
to that in Fig. 18. In the case of xtot = 38.8%, an electron-like Fermi surface
appears. Again, we observe a continuous transition across xc and no quantum
criticality in the Fermi surface, even with the inclusion of additional p-orbitals.

Figure 28: Upper row: Spectral function at Fermi level A(k, ω = 0) without
interpolation for several doping values. Two above and two below xc. Lower
row: Same as the upper row with cumulant interpolation.
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6.2 Self-energy and quasiparticle weight

6.2 Self-energy and quasiparticle weight

The imaginary part of the d-orbital self-energy is shown in Fig. 29. One of the
curves in the overdoped regime (xtot = 45.0%) is fitted with a quadratic function,
and we investigate the asymptotic behavior within ∆ω ≡ [10−3, 10−1]

In the underdoped regime (x < xc), the curves exhibit a steeper slope than the
quadratic reference and cannot be adequately fitted by a quadratic function with-
out significant deviation, indicating the absence of Fermi liquid behavior within
the range ∆ω. As doping increases and exceeds xc, the slope gradually decreases,
and the curves continuously transition into the overdoped ones (x > xc). Ulti-
mately, the curves converge towards the quadratic reference ω2, indicating the
emergence of Fermi liquid behavior within ∆ω.

Figure 29: Left panel: The imaginary part of the self-energy for the central patch
is shown. The curve at a doping level of x = 45.0% is fitted with a quadratic
function, represented by the dark solid line. The curves first evolve toward xc and
then approach the quadratic reference with the increasing doping level. Right
panel: The imaginary part of the self-energy for the border patch is presented.

The quasiparticle weight for each momentum patch is evaluated using the real
part of the d-orbital self-energy. The results are shown in Fig. 29. The dras-
tic decrease in Z+ is highlighted by the derivative ∆Z/∆xtot, which exhibits a
pronounced valley at xc, even more distinct than that in Hubbard model. Fur-
thermore, the nearly linear trend in Z− observed in Hubbard model is suppressed
here. As a result, the greater compensation in Z+ combined with suppresssion in
Z− in underdoped regime yields the overall non-monootonic behavior in Ztot.

As observed in both Fig. 29 and Fig. 30, the transition around xc in the
Emery model is more pronounced than in the Hubbard model. This suggests that
incorporating multiple orbitals can, to some extent, enhance spatial correlations,
thereby amplifying the sharpness of the transition, although it is still continuous.
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6.3 Susceptibility and phase diagram

Figure 30: Left panel: The quasiparticle weight for the central patch. Middle
panel: The quasiparticle weight for the border patch. Right panel: The aver-
aged quasiparticle weight. The black solid line with colored markers represents
Z, while the gray dashed lines indicate its derivative with respect to doping x.
The vertical dashed line marks xc.

6.3 Susceptibility and phase diagram

Figure 31: Upper panels: Current susceptibility χ′′
j and spin (magnetic) sus-

ceptibility χ′′
S. When the border patch is gapped (x < xc), the curves exhibit

an upward kink. As the doping level increases beyond xc, the curves evolve into
downward kinks. Lower panels: Second-order derivative of χ′′

j/S, where the ex-
tremum coordinates are used to determine ωFL.
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6.4 Energy flow

Fig. 31 shows, the current and spin susceptibilities, along with their respective
second-order derivatives. The upward kinks observed at x < xc in the susceptibil-
ities transition into downward kinks as doping increases above the critical doping
level xc. In the near-static limit, χ′′

j/S(ω → 0), a more pronounced leap at xc is
observed compared to the Hubbard model due to the inclusion of p-orbitals.

The Fermi liquid energy scale is extracted the same way as for the Hubbard
model as shown in Appendix A. ωFL as a function of xtot is shown in Fig. 32,
where the vertical dashed line marks the critical doping level xc, , which coincide
with the valley formed by the extracted energy scales. Also the energy scales
don’t go down to zero and reach roughly the same values as the Hubbard model.
The dip observed in the overdoped regime (xtot ∼ 40%) in χ′′

S arises from the
same reason discussed in Appendix A, i.e. the determination of ωFL using second-
order derivative breaks down due to numerical inaccuracy caused by the crossover
region.

Figure 32: Left panel: The phase diagram determined by χ′′
j . Right panel: The

phase diagram determined by χ′′
S. The critical doping in both cases is xc = 15.6%,

consistent with that determined from A−(ω).

6.4 Energy flow

Fig. 33 presents the energy flows from NRG calculations. Only even iterations of
the border patch is shown. Each flow is labeled by the corresponding excitation
number along with the degeneracy indicated in the parentheses.

Fermi liquid energy scales evaluated via ωFL = Λ−Nfix/2 are listed in Table
2 follows the same pattern as shown in the phase diagram. Beside, the flow
diagrams consistently exhibit Fermi liquid characteristics, confirming that there
is no quantum phase transition around xc.
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6.4 Energy flow

xtot(%) 3.4 15.6 16.0 38.8
ωFL 10−2.8 10−4.7 10−4.7 10−2.8

Table 2: Fermi liquid energy scales evaluated via the fixed point in energy flow.
ωFL = Λ−Nfix/2
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Figure 33: Energy flow of the border DCA patch for Emery model. The black
vertical dashed line indicates the fix point Nfix, which is connected to the Fermi
liquid energy scale via Λ−Nfix/2.

Combining the various quantities examined—spectral function, self-energy,
susceptibility, and energy flow—we conclude that even with the inclusion of ad-
ditional p-orbitals in the three-band model, 2-site DCA framework is unable to
capture the potential QCP.
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7 Conclusion and Outlook

Conclusion
In this thesis, we utilized the combination of Numerical Renormalization Group
(NRG) and Dynamical Cluster Approximation (DCA) to explore the poten-
tial pseudogap-to-Fermi liquid phase transition. This investigation was con-
ducted using both the single-band Hubbard model and a more realistic three-
band model—the Emery model—which incorporates additional px/y-orbitals to
describe the CuO2 plane while neglecting Coulomb interaction on the oxygen
atoms.

NRG, on one hand, enables the resolution of low-energy behavior near the
Fermi level with, in principle, zero temperature and infinite frequency resolution.
On the other hand, DCA, as a cluster extension of DMFT, provides access to
momentum-dependent properties such as the nodal-antinodal dichotomy in hole-
doped cuprates, which is fundamental to the emergence of the pseudogap. The
synergy of NRG and DCA thus makes the investigation of pseudogap phenomena
feasible and insightful.

By making use of these robust tools, we successfully reproduced the partially
gapped spectral function A−(ω) using a minimal cluster impurity model for both
the single-band and three-band models. Furthermore, we reconstructed the char-
acteristic Fermi arc for the single-band model using an effective interpolation
scheme.

Figure 34: Left panel: The phase diagram of the Hubbard model using ωFL

extracted from χ′′
j . Right panel: The corresponding phase diagram of the Emery

model.

To examine the potential quantum criticality, we fixed the temperature at zero
and systematically varied the hole doping across a wide range. A critical doping
level, xc, beyond which the pseudogap closes, was identified in both models.
To explore the dynamical properties further, we computed two types of Green’s
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functions: current and spin susceptibilities. Using χ′′
j/S, we defined the so-called

Fermi liquid energy scale, ωFL, as the frequency below which Fermi liquid behavior
emerges. The doping dependence of ωFL allowed us to construct a phase diagram
that corroborates the critical doping xx identified from the spectral functions.
Fig. 34 shows a similar structure in the phase diagrams of the Hubbard model
and the Emery model, respectively.

However, a detailed examination of the spectral function, including the Fermi
surface, and susceptibility confirms that the defined critical doping xc is not a
genuine quantum critical point (QCP); rather, it represents the insulator-to-metal
transition in the border (antinodal) momentum patch.

This is corroborated by the energy flow from the NRG calculations, offering
an alternative perspective on the energy scale ωFL and phase characteristics. The
energy flow across all doping levels, including the underdoped regime, consistently
exhibits Fermi liquid characteristics. This observation further confirms that the
anticipated quantum critical point is fundamentally absent in our 2-site results.

Nevertheless, our work systematically compared the single-band and three-
band models in response to hole doping and found that they exhibit strikingly
similar behavior. This suggests that the inclusion of p-bands, while enhancing
spatial correlations, does not lead to a significant difference, at least within the
2-site DCA framework. This finding highlights the necessity of employing a 4-site
cluster for deeper insights in this field.

Outlook
Our 2-site DCA framework can be readily extended to a 4-site cluster, enabling a
more detailed investigation of the pseudogap phenomenon and potential quantum
criticality. As demonstrated in the ongoing 4-site calculations [42], a larger cluster
enhances momentum resolution, captures the other critical point xc absent in
the 2-site scheme, and exhibits an emerging plateau behavior in susceptibilities,
thereby aiding in addressing challenges associated with determining the Fermi
liquid energy scale ωFL.

The three-band model, with its realistic inclusion of p-orbitals, provides an
ideal basis for further study. Leveraging the excellent low-energy resolution of
NRG, future work could explore the effects of d-p hybridization more compre-
hensively via tuning other model parameters tdp and tpp. This may reveal subtle
differences not captured by the 2-site framework and offer new insights into the
CuO2 plane’s spectral and dynamical properties.

Moreover, the 4-site cluster extension enables the evaluation of the super-
conducting order parameter, significantly broadening our scope in exploring the
cuprate phase diagram.
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A Fluctuations in the overdoped regime

In the overdoped regime x > xc, ωFL is expected to increase monotonically as
Fermi liquid theory predicts. Nevertheless, the profile of ωFL(x) above xc exhibits
some unexpected dips, as seen in Fig. 24. In this appendix, we detail the proce-
dure used to extract ωFL, emphasizing the determination process and addressing
the unexpected fluctuations observed in the overdoped regime. While the discus-
sion is focused on the Hubbard model, the same arguments apply to the Emery
model.

The first dip (around x ∼ 18%) is caused by the merging of the maximum

in
∂2logχ′′

j

∂(logω)2
, as shown in Fig.35. When the doping level increases across xc, the

maximum in the second-order derivative progressively merges with the minimum.
Consequently, the measure of ωFL using second derivative breaks down, as mul-
tiple local minima coexist. Nevertheless, this dip in χ′′

j is unphysical and reflects
the continuous nature of the transition.

Figure 35: The current susceptibilities at doping levels x = 17.2% ∼ 18.7%, along
with their second-order derivatives, are presented to illustrate the merging of the
curvature maximum, which results in an unexpected dip in the phase diagram.

The second dip (around x ∼ 40%) is attributed to similar reason. As the
doping level surpasses x ∼ 33%, a broad crossover emerges in χ′′

j , reducing the
accuracy of the determination of ωFL via curvature, as illustrated in Fig.36.
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Figure 36: The current susceptibilities at doping levels x = 36.9% ∼ 43.7%,
along with their second-order derivatives, are presented to emphasize the broad
crossover of the curvature minimum, which contributes to the unexpected dip
observed in the overdoped regime of the phase diagram.
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B Electronic structure

In this appendix, the electronic structures of both the Hubbard and Emery mod-
els are presented, providing verification of Zhang and Rice’s proposal from this
perspective, as discussed in [40].

Figure 37: Upper row: The electronic structure is shown on a liner-scaled
frequency axis. Lower row: A logarithmic-scaled frequency axis is applied.
The (π, π)-centered Fermi arc (and surface) is characterized by the absence of
spectral weight at ω = 0 within (Γ → X), while the (0, 0)-centered Fermi surface
is distinguished by a pronounced spectral weight at ω = 0 within (Γ → X).

In Fig. 37, the upper panels illustrate the overall electronic structure of the
Hubbard model. Meanwhile, the lower panels, which employ a logarithmic scale
for the frequency axis, depict the transition from the Fermi arc to the Fermi
surface shifting from being centered at (π, π) to (0, 0) as doping increases.
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Figure 38: Upper row: The electronic structure is shown on a liner-scaled
frequency axis. p-bands (CTB) are trivially shifted toward Fermi level as chemical
potential decreases, contributing to the total doping level xtot. Lower row: A
logarithmic-scaled frequency axis is applied.

The electronic structure of Emery model is presented in Fig.38. The resem-
blance between the ZRSB + UHB in the Emery model and the LHB + UHB
in the Hubbard model supports Zhang and Rice’s proposal that the three-band
model can be effectively reduced to a single-band model [40].

Moreover, as shown in the upper row of Fig.38, the p-bands (CTB) are trivially
shifted toward the Fermi level due to the increasing total doping level xtot, as
defined in Eq. (6.3).
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