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The two-dimensional (2D) Hubbard model is widely believed to capture key ingredients of high-7. supercon-
ductivity in cuprate materials. However, compelling evidence remains elusive. In particular, various magnetic
orders may emerge as strong competitors of superconducting orders. Here, we study the ground state properties
of the doped 2D t-t' Hubbard model on a square lattice via the infinite Projected Entangled-Pair State (iPEPS)
method with U(1) or SU(2) spin symmetry. The former is compatible with antiferromagnetic orders, while the
latter forbids them. Therefore, we obtain by comparison a detailed understanding of the magnetic impact on
superconductivity. Moreover, an additional ¢’ term accommodates the particle-hole asymmetry, which facili-
tates studies on the discrepancies between electron- and hole-doped systems. We demonstrate that (i) a positive
'/t significantly amplifies the strength of superconducting orders; (ii) at sufficiently large doping levels, the
t-t' Hubbard model favors a uniform state with superconducting orders instead of stripe states with charge and
spin modulations; and (iii) the enhancement of magnetic frustration, by increasing either the strength of NNN
interactions or the charge doping, impairs stripe orders and helps stabilize superconductivity.

Introduction. — Despite continuous efforts during the past few
decades, the physics of high-T, superconductivity in cuprate
materials [1] remains unclear. [2,3] The two-dimensional (2D)
Hubbard model [4] on a square lattice is believed to capture
the essential low-energy features of cuprates. Various numerical
methods [5-10] have been used to tackle this issue. Neverthe-
less, previous computational attempts generate numerous candi-
date ground states [11,12] very close in energies with abundant
combinations of charge and spin orders. Experiments [13-20]
also confirm simultaneous charge and spin modulated states co-
existing or competing with superconductivity. This triggers our
curiosity on the interplay between the antiferromagnetic (AFM)
background and the high-T,. superconductivity in cuprates.
Typical candidates encompass a uniform state [21-38] and
various stripe states [11,33,39-49]. The former features a uni-
form charge density and is commonly associated with d-wave
superconductivity, while the latter often exhibit charge-density
and spin-density waves with diverse periods, with only part of
them displaying coexisting superconductivity. For the nearest
neighbor (NN) minimal Hubbard model, a series of advanced
numerical methods reached a consensus [11] that the ground
state at 1/8 hole doping is a filled (one hole per unit cell of the
charge order) period 8 stripe state devoid of superconducting
orders. The half-filled period 4 stripe state [13,20,50] favored
more in, e.g., LaSrCuO materials emerges primarily with neg-
ative next-nearest neighbor (NNN) hopping, as demonstrated
in numerous computational simulations [48,51-57]. This mo-
tivates our investigations beyond the minimal Hubbard model.
Concurrently, multiple recent studies [58—60] focusing on the
extended ¢-J model have uncovered substantially more robust
superconducting orders in electron-doped settings as opposed to
hole-doped configurations, a finding that contradicts experimen-
tal observations. Explorations of the extended Hubbard model
using Density Matrix Renormalization Group (DMRG) have
yielded inconsistent outcomes [61,62], further underscoring the
significance of researches beyond the minimal Hubbard model.

In this paper, we use the infinite Projected Entangled-Pair
State (iPEPS) [9, 10] ansatz and simple update algorithm [63]
to study the ground state properties of the ¢-t Hubbard model.
Our iPEPS is less susceptible to finite-size effects than DMRG
on cylinders. Leveraging our cutting-edge QSpace tensor library
[64,65], we are capable of conducting simulations with U(1) or
SU(2) spin symmetry, where the former admits local magnetic
moments and the latter forbids them. This allows us to scrutinize
the impact of magnetic orders on pairing properties. Our simu-
lations demonstrate that (i) a positive ¢/t significantly amplifies
the strength of superconducting orders; (ii) at sufficiently large
doping, the ¢-t' Hubbard model favors an SU(2) uniform state
with d-wave pairing orders instead of a U(1) stripe state in [51];
and (iii) the enhancement of magnetic frustration, by increasing
either the strength of NNN interactions or the charge doping,
impairs stripe orders and helps stabilize superconductivity.

Model. — The 2D t-t' Hubbard model on a square lattice is de-
fined via the following Hamiltonian

H=— Z tij [C;FUCJ'J + h.C.} +U ann“’. (D)
,7,0 1

Here, t;; = t or t’ for NN or NNN, respectively, and zero oth-

erwise; U measures the on-site Coulomb repulsion. Throughout

this paper, we use U/t = 10, as established to be realistic for

cuprate materials [66,67], and set ¢ = 1 for convenience.

Method. — In our computations, we apply the fermionic iPEPS
[68-73] ansatz, a tensor network method targeting 2D lattice
models, to simulate the ¢-t/ Hubbard model in the thermody-
namic limit. The ansatz exploits translational symmetry by as-
suming that the infinite tensor network consists of periodically
repeated supercells of tensors. Each supercell comprises sev-
eral rank-5 tensors with one physical index carrying states in the
local Hilbert space, and four auxiliary indices connecting neigh-
boring sites. The accuracy of the simulation can be controlled
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FIG. 1. The ground state energy per site (a,b) and singlet pairing (c,d) vs. doping § of the ¢-t Hubbard model at U/t = 10 and
(a,c) t'/t=—0.25 or (b,d) t'/t =0.25, computed via U(1) iPEPS (red squares) on an 8 x2 supercell at bond dimension D =12 and
SU(2) iPEPS (blue circles) on a 4x2 supercell keeping D* = 7 multiplets (bond dimension D = 12). Green and yellow arrows,
respectively, indicate the NN (including on-site) and NNN contributions to the energy for several typical data points. Inset: zoom
into the region near 1/8 doping. (e-g): Details of the U(1) and SU(2) symmetric ground states on 82, 4x2 and 2x2 supercells.
Areas of red circles and lengths of black arrows are proportional to the charge density (top rows) and the local moments (bottom
rows), respectively. Bond widths indicate NN singlet pairing amplitudes and two different colors indicate opposite signs. For (f-g),
we used D*[D]=8[13] for reasons explained in the Supplemental Material.

by the bond dimensions of the auxiliary indices. Different su-
percell sizes yield stripe states with different periods in charge
or spin orders. Previous researches [51,58,61] on the Hubbard
model or the ¢-J model have identified stripe states with period
4 charge orders as a representative stripe state. Therefore, we
hereby focus on the period 4 stripe state. Further discussions
and details regarding stripes with longer periods can be found in
the Supplemental Material.

The optimization is performed via imaginary time evolution
[74] in which projector exp{—7(H+ 1N )} (7 is a small number,
‘H the Hamiltonian, p the chemical potential and N the charge
density) is repeatedly applied to some random initial state until
the ground state energy converges. Models with NNN interac-
tions are computationally very expensive. Therefore, we choose
the simple update scheme [63,68,69] for a balance between ac-
curacy and computational complexity. Observables are extracted
by contracting the tensor network using corner transfer matrix
method [68,70,75-78]. The QSpace tensor library [64,65,79] is
used to implement either U(1) or SU(2) spin symmetry.

The U(1) iPEPS simulations are conducted on an 8 x2 super-
cell at bond dimension D = 12. This is required for capturing
the period 4 charge orders, as the corresponding spin order pe-
riods are typically twice as long as charge periods. The SU(2)
iPEPS simulations are performed on a 4x2 or 2x2 supercell by
keeping D* =7 symmetry multiplets (corresponding to a bond
dimension D = 12) [64]. Spin orders are suppressed upon en-
forcing SU(2) symmetry, making a 4x2 supercell adequate to
detect any potential period 4 orders, while the 2x2 supercell is
employed to ascertain the uniformity of the ground state. Charge
doping is adjusted by tuning the chemical potential.

Energetics. — Figures 1(a,b) shows the ground state energy per
site of the ¢-t' Hubbard model as a function of doping under
U/t =10 and t'/t = F0.25, computed via the U(1) and SU(2)
iPEPS and denoted as e; (red) and e (blue), respectively. Fig-
ures 1(c,d) shows the corresponding singlet pairing amplitudes.
Figures 1(e) and 1(f) display, respectively, the detailed charac-
teristics of the U(1) and SU(2) ground states with a negative ¢'/¢
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FIG. 2. The contribution of (a) the NN (including on-site) and
(b) the NNN terms to the total energy per site in the U(1) and
SU(2) ground states, respectively, as a function of doping. (c) The
NN and (d) the NNN spin-spin correlators in the U(1) and SU(2)
ground states, respectively.

at the predominantly studied 1/8 doping. Figure 1(g) presents
SU(2) ground states with a positive '/t showcasing numerically
significant d-wave singlet pairing orders.

Utilizing an 8 x2 supercell, our U(1) iPEPS generates a non-
superconducting stripe state with a period 4 charge density wave
and a period 8 antiferromagnetically ordered spin density wave.
These attributes, along with the ground state energy acquired,
are generally consistent with the findings in [51]. By contrast,
when we enforce the SU(2) symmetry and suppress spin orders,
we find a uniform state without any charge orders, at odds with
finite-size studies [54,58,61]. Moreover, strong d-wave pair-
ing emerges for positive ¢'/¢, which implies superconductivity.
SU(2) iPEPS on 4x2 and 2x2 supercells produce physically
identical states, confirming the uniformity of the ground state.

Near zero doping, we find e > e;. This is consistent with
the well-established fact that the Heisenberg model on a square
lattice has an AFM ground state which breaks SU(2) symmetry.
However, as the doping increases, es decreases faster than e;.
They intersect at 6. ~ 0.25 for t'/t = —0.25 and §. ~ 0.08 for
t'/t = 0.25, as depicted in Fig. 1(a,b), in agreement with prior
observations [51] that a negative or positive ¢/t favors stripe or

uniform states, respectively. Intuitively, a positive ¢/t promotes
diagonal hopping of the doped charges, which in turn disrupts
the AFM background in the vicinity of the domain wall within
the stripe states, rendering the presence of domain walls less
desirable [45].

The lower energy of the SU(2) relative to the U(1) ground
state at large doping can be understood as the result of mag-
netic frustration induced by the NNN hoppings. The U(1) stripe
state still accommodates AFM orders and thus suffers strongly
from magnetic frustrations with NNN hopping. By contrast, the
SU(2) uniform state is less frustrated since it hosts no local spin
orders. Indeed, the NNN terms contribute much less to lower-
ing the energy e; of the stripe state than to the energy e, of the
uniform state, as indicated via the yellow arrows in Fig. 1(a,b).

This issue is further elaborated in Figs. 2(a) and 2(b), show-
ing the contribution of NN (including on-site) and NNN terms
to the total energy per site as a function of doping, respectively.
Throughout the entire doping range in our study, the NN contri-
bution is marginally lower in the U(1) states than in the SU(2)
states. Conversely, the NNN contribution is substantially greater
in the U(1) than the SU(2) cases, ultimately leading to a lower
overall energy for the SU(2) states at large doping levels. As a
comparison, Figs. 2(c) and 2(d) show the NN and NNN spin-
spin correlators, respectively. The NN correlations stay nega-
tive for both U(1) and SU(2) states, reflecting the overall AFM
background. The NNN correlations, however, turn negative con-
siderably sooner for the SU(2) states than for the U(1) states,
echoing the findings in ultracold atom experiments that doped
charges drive the NNN spin-spin correlation negative [80-84].
This indicates that the SU(2) state better reconciles the mag-
netic frustration, thereby achieving a lower NNN energy. Such
behaviors exemplify how the enhancement of magnetic frustra-
tion through NNN hopping inhibits the formation of stripes and
promotes the emergence of superconductivity.

Pairing Order. — The superconducting order can be character-
ized by the singlet pairing amplitude A, s = (cpr1Csy — CrCst)-
Specifically, we focus on the NN singlet pairing. As illustrated
in Figs. 1(e-g), we observe finite singlet pairing orders for both
U(1) and SU(2) ground states. However, the pairing amplitude
(averaged over the supercell) of the SU(2) states can be sub-
stantially larger than that in the U(1) states throughout the entire
doping range for positive t'/t, as presented in Fig. 1(d). This can
be attributed to the fact that the SU(2) iPEPS is, by construc-
tion, a spin-singlet state. Indeed, the latter can be interpreted
as a generalized version of the resonating valence bond (RVB)
state [85]. Therefore, the existence of d-wave pairing order is
reminiscent of Anderson’s original RVB proposal [86,87].

Moreover, we discover that the singlet pairing for positive ¢'/t
can be considerably larger than that for negative t'/¢. Intuitively,
this could be perceived as pair formation being enhanced (re-
duced) by the constructive (destructive) interference between
NN and NNN hopping at positive (negative) ¢'/¢ [88]. This is
in line with prior findings in the extended ¢-J model [58-60]
and Hubbard model [61] using Density Matrix Renormalization
Group. Electronic structure analysis [66,67,89,90] suggests that
positive (negative) t'/t corresponds to electron- (hole-) doped
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FIG. 3. (a) The long-range spin-spin and pair-pair correlators in
the U(1) and SU(2) ground states, respectively. All these corre-
lators exhibit an exponential decay behavior. (b) The correspond-
ing correlation lengths as a function of doping.

cuprates. Consequently, the numerics so far yield outcomes that
are opposite to the experimental observations, where hole-doped
cuprates exhibit stronger superconductivity. This emphasizes
the necessity for further investigations regarding the appropri-
ate parameter settings in the effective models [59,91,92].

Long-range Order. — Figure 3(a) displays the long-range spin-
spin Sys = (Sy - Ss) — (Sr) - (Ss) and pair-pair Prs = (AYAY) —
(AY)(AY) (where AY = Ay r1q and o = X,y is the horizon-
tal or vertical unit vector) correlators for two specific ground
states with U(1) or SU(2) symmetry for ¢/t > 0. Figure 3(b)
shows the corresponding correlation lengths. Our data indicate
that all these correlators decay exponentially, and the correla-
tion lengths never exceed two units throughout the entire doping
range. This suggests no connected long-range spin or pairing or-
ders in both scenarios. Accordingly, a minor local pairing order
sufficiently signals weak superconductivity in the stripe states.

Phase Diagram. — Figure 4 presents a schematic ground state
phase diagram for t'/t > 0 derived via linear interpolation from
a discrete set of scanning points. The U(1) stripe states are en-
ergetically favored in the bottom-left corner, and the SU(2) uni-
form states the top-right corner. This is generally consistent with
previous studies on ¢-t'-J model [58]. Therefore, an increase of
either charge doping or the NNN hopping, which both intensify
magnetic frustration, will drive the ground state from striped to
uniform states. Recall that the uniform ground states are typi-
cally accompanied by strong superconductivity. The phase dia-
gram thus supports the conclusion that the enhancement of mag-
netic frustration helps stabilize superconductivity.
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FIG. 4. The ground state phase diagram of the ¢-t" Hubbard
model with respect to doping and ¢'/t. The color scale indicates
e1 — ez, obtained via linear interpolation from a discrete set of
scanning points (white). The grey dashed line marks e; = ea.

Discussion. — In this research, we have studied the ground state
properties and the phase diagram of the ¢-t Hubbard model via
U(1) and SU(2) symmetric iPEPS method. We discovered an
SU(2) uniform state with strong d-wave superconducting or-
ders, with a lower energy than the striped U(1) states at large
doping levels. Although the variational space of U(1) iPEPS is
larger than that of SU(2) iPEPS, the fact that U(1) iPEPS has
so far failed to yield a uniform ground state suggests that U(1)
iPEPS has difficulty handling the subspace devoid of magnetic
orders. This highlights the importance of exploring quantum
states with several different global symmetries in tensor network
simulations. We note, however, that it is possible to recover the
SU(2) ground states via a U(1) implementation with a priori
guidance about the SU(2) compatible settings, see the Supple-
mental Material for more details.

Also, we have demonstrated the interplay between local mag-
netic orders and superconductivity. The additional NNN inter-
action terms introduce extra magnetic frustration and help sup-
press the AFM orders, favoring strong d-wave superconductivity
at large doping levels. Besides, a positive ¢'/t frustrates the do-
main walls and stimulates pair formation. This suggests that the
superconductivity in cuprate materials can be enhanced, and T,
incremented, by elevating the strength of NNN hopping.

Outlook. — The novel SU(2) ground state, expressed in terms of
iPEPS tensor network, contains information on dominant con-
tributions from the many-body Hilbert space. Consequently,
it is possible to generate various snapshots of the type acces-
sible via quantum gas microscopy in the ultracold atom ex-
periments [81,82], enabling a direct comparison with experi-
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mental analysis [84,93]. Such information would facilitate fur-
ther investigations regarding the dopant mobility through high-
order correlators [94,95] or string patterns using suitable pattern
recognition algorithms [83]. Also, similar SU(2) symmetric ten-
sor techniques can be applied to some thermal tensor network
methods, such as finite temperature PEPS [96-98], Exponential
Tensor Renormalization Group (XTRG) [93,99,100] or tangent
space Tensor Renormalization Group (tanTRG) [101] to explore
physics at finite temperatures where strange metal behavior is
observed experimentally.
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In the Supplemental Material, we discuss (S-I) some techni-
cal details for accelerating the optimization of infinite Projected
Entangled-Pair State (iPEPS) tensor networks for next-nearest
neighbor (NNN) lattice models, (S-I1,S-III) technical details and
benchmarks of the SU(2) iPEPS, (S-1V) guided and unguided
U(1) iPEPS optimization, (S-V) artifacts of singlet pairing, and
(S-VI) stripes with longer periods.

S-1. REFINED SIMPLE UPDATE SCHEME FOR
NEXT-NEAREST NEIGHBOR MODELS

In our research, we implement a refined version of simple up-
date based on [69], which leads to tremendous speedup of the
algorithm. The update of the nearest neighbor (NN) terms (in-
cluding on-site) is the same as described in [68]. We modified
the NNN update scheme, in a manner suggested by Andreas We-
ichselbaum as shown in Fig. S1, for further processing.

The major improvement comes from the separation of indices
directly involved in the update from the other spectator indices
not involved in the update. Figure S2 shows the details for treat-
ing the diagram in Fig. S1(b). The other diagrams can be per-
formed analogously. Greek letters «, 3, ... label the physical
indices. Figure S2(a) describes the construction of tensor Ap,
and the application of corresponding swap gates. Then, we split
off the relevant physical and auxiliary indices via singular value
decomposition (SVD). Next, we perform analogous actions for
Ap, as depicted in Fig. S2(b). These procedures generate tensors
L and R of size Dd x D x d, where D is the bond dimension of
the auxiliary index and d the dimension of local Hilbert space.
Hereafter, we apply the Trotter gate, as in Fig. S2(c), and obtain
the updated tensors L’ and R’ via truncated SVD. Then, we re-
store the original I"-/ structure via truncated SVD as shown in
Fig. S2(d). Finally, we update all the involved I" and A tensors
as described in Fig. S2(e). The last two steps recover the original
structure in Fig. S1(b).

The refined simple update scheme has a much better scaling
behavior with respect to the bond dimension D. The original
version of NNN simple update [69] involves an SVD of com-
plexity O(D*''d*), which is also the dominant contribution to
the total complexity of the algorithm. In our refined scheme, the
dominant complexity comes from the SVD in Fig. S2(a), which
scales as O(D"d?), much lower than the complexity of the orig-
inal simple update scheme.

S-II. TECHNICAL DETAILS OF THE SU(2) IPEPS

SIMULATIONS

Our computations start with a random initial iPEPS tensor
network state written in the I'-A form [68]. The ground state

FIG. S1. Tensor network diagrams for the refined simple update
scheme for NNN terms. Four diagrams are needed to update the
relevant tensors. We use the standard I'-A form of iPEPS tensor
network [68]. g is the Trotter gate for the corresponding NNN
term. Arrows indicate the flow of quantum numbers [64]. Grey
rhombuses depict the fermionic swap gates [68].

is attained by repeatedly applying the projector exp{—7(H +
uN)} (7 is a small number, A the Hamiltonian (??), u the
chemical potential and NV the charge density) to the initial state.
The application is broken into a sequence of projectors involving
only NN or NNN terms via Suzuki-Trotter decomposition. The
Trotter error is of order O(72). Therefore, we start with a large
7 in the beginning so as to approach the ground state quickly,
followed by a gradual decrease of T to improve the accuracy.

Empirically, we find 7 = 0.1 a fairly good starting point. Dur-
ing the update iteration, we measure the expectation value of the
Trotter gate and compute an estimation of the ground state en-
ergy, which serves as an indicator of convergence. 7 is reduced
by half once the decrease of estimated ground state energy in an
update step drops below 72. We regard the convergence to be
reached when 7 drops below the threshold of 1073,

The optimization starts with D = 2 for U(1) iPEPS and
D* = 2 for SU(2) iPEPS. After reaching convergence at the
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FIG. S2. Realization of the diagram in Fig. S1(b), which updates
Ao, A1 and all I's, while leaving all other As unchanged. This pro-
cess factors out the environment encoded in @)1, and Q) r, before
applying the Trotter gate. (a)(b) Construct tensors Az, and Ag
and split off the relevant physical and auxiliary indices using SVD
to obtain tensors L and R. (c) Apply the Trotter gate to tensor L,
R and the corresponding A. Obtain the updated L', R’ and A’ via
truncated SVD. (d) Restore the I'-A structure via truncated SVD.
(e) Update all the involved I" and A tensors. Greek labels, in cor-
respondence with Fig. S1(b), keep track of the physical indices.
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FIG. S3. The convergence characteristics of the U(1) and SU(2)
iPEPS with respect to the environmental bond dimension x and
x"*. The energies e; — uN and ez — N have been well converged
starting from x > 80 and x* > 50.

fixed bond dimension, we increment D or D* by 1 (but see also
Sec. S-IV), until we arrive at D = 12 for U(1) or D* =7 for
SU(2). A preliminary ground state is obtained for some specific
chemical potential 19, which serves as the initialization of the
optimization for all other values of (.

The symmetry bookkeeping of the tensors in our algorithm
is managed via the QSpace tensor library [64,65,79]. The QS-
pace library implements a series of tensor operations (e.g. con-
traction, SVD, etc.) that handle the propagation of symmetries.
Therefore, we are able to use identical codes for both our U(1)
and SU(2) iPEPS, differing only in the initialization where sym-
metries are designated. This guarantees the equal reliability of
our iPEPS implementation with different symmetries.

The accurate contraction and measurement of the observables
are performed via the Corner Transfer Matrix Renormalization
Group (CTMRG) scheme [70,75,77], which generates a series
of environmental tensors. The convergence of the ground state
energies e; + pN and e; + N with respect to environmental
bond dimension x for U(1) iPEPS or x* for SU(2) iPEPS is
shown in Fig. S3. We find that they already reach sufficient
convergence at x = 80 and x* = 50. For safety, we set x is set
to be x = 144 and x* = 100 in the main text.
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FIG. S4. The error of ground state energy eo, charge density no and singlet pairing amplitude A of the free-fermion model obtained
by U(1) and SU(2) iPEPS algorithm on a 2x2 supercell at D = 9 and D*[D] = 6[9], respectively. We set v = 1 and focus on
four values of t' = 4-0.2, 4-0.4. At each t’, we vary chemical potential from p = 1 to 8. The accuracy at large chemical potential is
generally better than that at small chemical potential, which is consistent with the fact that the energy gap grows with the chemical

potential in this model.

S-III. BENCHMARK

In this section, we present benchmarks of our U(1) and SU(2)
iPEPS algorithms for an exactly solvable free-fermion model.
The Hamiltonian reads:

H=—t Z {Cjo.cjo' + 'YAij + h.C.:|
(i,5),0

-t Z |:CzTach + A + h.c.} +u Z c;racw,

(i,d)) o 4o

(8D

where
Ajj = circjy — it (82)

t and ¢’ are the nearest and next-nearest neighbor hopping am-
plitude, ~ the singlet pairing potential, and p the chemical po-

tential. The ground state energy can be computed via a Fourier
transform followed by a Bogoliubov transform:

eozz{fk—\/sﬁmi],
k

&k = p— 2t(cosk -1y + cosk- 1)
— 2t/ (cosk-14 + cosk-1,),
Ay = 2vt(cosk-1x + cosk-1y)
+ 29t (cos k-4 + cosk-1,),

(83)

and 1y, 1y, 14, 1, are the unit vectors of horizontal, vertical,
diagonal and off-diagonal directions, respectively. In all our
benchmarks, we set ¢ = 1 and v = 1. And the analytical nu-
merics are performed on a 100x 100 finite size lattice, which
suffices to approximate the thermodynamic limit with a double
precision accuracy.
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FIG. S5. The dispersion relation for the free-fermion model de-
fined according to Eq. (S1) att = 1,¢ = 0.2,y =1,and u = 1.
This system demonstrates a gapless nature when p = 0, and de-
velops an energy gap for ;¢ > 0. The dispersion relation exhibits a
characteristic Mexican hat shape for 0 < p < 8. In this range, the
energy gap is quantified by the minimal value around the depicted
purple region.

In the case of 7 = 1, the dispersion relation Ey = /& + AZ
has a simpler form

Ex = /(1 — Ak)? + AL, (S4)
which exhibits a Mexican hat shape, as depicted in Fig. S5. The
minimum of the dispersion relation satisfies dx F, = 0. For
0 < p < 8, this condition leads to . = 2Ay, which yields an

energy gap
Ap=p/V2 (S5)

Therefore, the energy gap grows as the chemical potential in-
creases. Also, we can calculate analytically the average charge
density ng and singlet pairing amplitude A:

)

[, a
s Zk: [1 NGRS

A (S6)
A= Ap. K
Y e
where
k= 2vt(cosk-1x + cosk-1y) (S7)

Benchmark results for the U(1) and SU(2) iPEPS algorithms
are depicted in Fig. S4, demonstrating their errors relative to the
aforementioned analytical values on a 2x2 supercell with D =
9 and D*[D] = 6[9], respectively. The analysis incorporates

four selected values of ¢/ = £0.2,+0.4, and for each ¢’ value,
the chemical potential is varied from p = 1 to 8.

As the chemical potential increases, there is a discernible en-
hancement in the accuracy of both the U(1) and SU(2) iPEPS
algorithms. This improvement can be attributed to the increase
of the energy gap in proportion to the chemical potential, as de-
scribed by Eq. (S5). An increased energy gap implies dimin-
ished long-range correlations, thereby enabling the ground state
properties to be better encoded within an iPEPS ansatz at a lim-
ited bond dimension.

The SU(2) symmetry is an inherent characteristic of the
ground state of this free-fermion model. Thus, the errors pro-
duced by both the U(1) and SU(2) iPEPS are comparable.
However, in certain instances, the SU(2) iPEPS demonstrates
a marginally superior accuracy, which can likely be attributed
to the additional SU(2) symmetry constraint that aids in bet-
ter approximating the true SU(2) symmetric ground state. For
large chemical potential, the accuracies of both algorithms reach
10~*, corroborating the efficacy of the algorithms.

S-IV. GUIDED AND UNGUIDED U(1) IPEPS SIMULATIONS

As a mathematical construction, the U(1) iPEPS ansatz en-
compasses a larger parameter space compared to the SU(2)
iPEPS ansatz at the same virtual bond dimensions, since the for-
mer is subject to fewer symmetry constraints. Consequently, it
might be simplistically perceived that the U(1) iPEPS should be
capable of capturing SU(2) symmetric states for the parameter
regime where the ground states retain SU(2) symmetry. Yet,
from a pragmatic perspective, the U(1) iPEPS rarely converges
to an SU(2) symmetric state. This section aims to provide theo-
retical insights into this artifact.

D* D S[R]

11 0[1]

2 3 0[1] & (1]

3 4 0[2] & 3[1]

4 6 0[2] & 1[2]

5 7 0[3] & 1[2]

6 9 0[3] & 3[3]

7 12 0[3] @ 3[3] @ 1[1]
8 13 04]ei[3e1[]

TABLE I. The D*-D correspondence and the details of the sym-
metry sectors. S is the total spin quantum number and R the num-
ber of spin-S multiplets, each of dimension 25 + 1. For example,
for D* = 5, there are 5 multiplets, namely 3 singlets and 2 dou-
blets, leading to a total bond dimension of D = 7 (= 3x1+2x2).

During the optimization of tensor networks, specific strate-
gies are usually implemented to foster a more efficient approxi-
mation of the ground state. Concretely, the usual approach com-
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mences with a small bond dimension D, e.g. D = 2, followed
by optimization to convergence, prior to incrementing D until
the pre-determined maximum D is reached. The primary ratio-
nale behind this strategy is the circumvention of potential local
minimums in the expansive parameter space spanned by a large
D. Nevertheless, this strategy engenders complications when
searching through the SU(2) symmetric subspace.

In the course of conducting our SU(2) iPEPS simulations,
we have identified a distinct relationship between the number
of kept multiplets D* and the corresponding bond dimension
D. Particularly, in the context of the -t Hubbard model, the
D*-D correspondence and the details of the symmetry sectors
are delineated in Table I.

A perusal of the table reveals that not all choices of D are con-
gruous with the SU(2) symmetry. In other words, if one carries
out an optimization at D,, =2,5,8,10, 11, - - - (the D values not
in Table I), the resulting ground state is invariably destined to vi-
olate the SU(2) symmetry. Hence, should one want to preserve
of SU(2) symmetry within a U(1) iPEPS algorithm, the opti-
mization process should be conducted exclusively following the
sequence Dy =1,3,4,6,7,9,12,---. We refer to this approach
as guided U(1) optimization. Conversely, should one traverse
the entire sequence D=1,2,3,4,5,6,7,8,9,10,11,12, - - -, the
SU(2) symmetry is assured to be broken. We thus refer to this
method as unguided U(1) optimization.

Figure S6 shows the ground state energy per site obtained
from both guided and unguided U(1) iPEPS on the 2x2 super-
cells, in conjunction with the SU(2) iPEPS on the 4x2 and 2x2
supercells. Remarkably, the 2x2 guided U(1), the 2x2 SU(2),
and the 4x2 SU(2) results agree very well with each other. The
overlap between 2x2 and 4x2 SU(2) iPEPS substantiates the
uniformity of the SU(2) ground states. Furthermore, the align-
ment between 2x2 guided U(1) and 2x2 SU(2) iPEPS signi-
fies that they are producing states that are physically analogous.
This proposition is further supported by comparisons of other
observables.

Conversely, the unguided U(1) iPEPS yields non-SU(2) sym-
metric states characterized by local magnetic orders, which ex-
hibit a higher energy than the states produced by the other three
methodologies. This suggests that an iPEPS preserving only the
U(1) spin symmetry can become entrenched in specific local
minimums in the absence of appropriate guidance or additional
symmetry constraints.

An intuitive interpretation of this phenomenon is rooted in
the observation that the configuration space of the U(1) iPEPS
for the t-t' Hubbard model is non-convex. This is depicted in
Fig. S7, a sketch of the energy landscape of such a configura-
tion space. In this particular instance, two local minimums are
present (though there could potentially be more, we limit our
focus to the two most relevant local minimums): one resides
within the SU(2) symmetric subspace; the other stays outside. It
becomes evident that when the algorithm adheres to the guided
sequence D, it remains within the SU(2) symmetric subspace
(blue arrow). However, in the absence of such a guidance, the
algorithm veers away from the SU(2) subspace, beginning from
D = 2 (red arrow). Hence, we have demonstrated that guided
and unguided U(1) iPEPS can lead to markedly different results.

energy per site

-0.5 T T T T
[
LIPS .
= ground state energy per site
0.6 e obtained from iPEPSon
P various update strategy
.
[ ]
07} ™ « 2x2U0) 1
° . ° 4x2 SU@)
= 2x2 gu(1)
% " 2x2 SU)
-0.81 e, = b
U/t =10 e =
t'/t =0.25 L’ [ ]
-09 I~ [ n T
SU(): D[DI=7[12] .
At gU(1): guided increase to D=12 e " ]
U(1): unguided increase to D=12 [
L
11 . . . .
0.05 0.1 0.15 0.2 0.25 0.3
charge doping

FIG. S6. Ground state energy per site obtained from guided and
unguided U(1) iPEPS on the 2x2 supercells, as well as SU(2)
iPEPS on the 4x2 and 2x2 supercells respectively as a function
of doping. The data points of 2x2 guided U(1), 2x2 SU(2) and
4x2 SU(2) computations overlap with each other, confirming the
uniformity of the SU(2) ground states.

Configuration Space

Energy

SU(2) Symmetric Subspace

FIG. S7. Schematic depiction of the energy landscape of the U(1)
iPEPS configuration space for the t-t Hubbard model, specifically
within parameter settings where ground states preserve SU(2)
symmetry. Each curve depicted in the diagram represents energy
at varying points in the configuration space, with the numbers in-
dicating the corresponding bond dimension. The blue (red) curves
correspond to bond dimensions compatible (incompatible) with
the SU(2) symmetry. When optimizing U(1) iPEPS tensor net-
works, a guided optimization process would follow the direction
indicated by the blue arrow, ultimately reaching the SU(2) sym-
metric ground state. Conversely, an unguided optimization process
would follow the direction of the red arrow, leading to entrapment
at a local minimum.
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S-V. SINGLET PAIRING PROPERTIES OF THE SU(2)
GROUND STATES

Our SU(2) iPEPS simulations encounter a minor artifact at
D*[D] = 7[12] when measuring the singlet pairing amplitudes.
Figure S8 displays a 1x2 subcell as a representative of each
4 %2 supercell, since the states are uniform in the horizontal di-
rection. For the particular setting of D*[D]="7[12], the vertical
bond in the middle exhibits a different symmetry structure than
the other bonds. This discrepancy significantly impacts the mea-
sured singlet pairing properties, as they deviate markedly from
the expected d-wave characteristics.

o3 @ B @ 1[1] o4] & EB] & 1[1]

odf@iz]| o4 e X8l e 11]

03] @ 3B & 111) oj4) o 58 & 1]

DD =69] D*[D]=7[12] D[D]=8[13]

FIG. S8. Singlet pairing properties of the SU(2) ground states
at different bond dimensions with § & 0.3 and t'/t = 0.25. A
1x2 subcell of each 4x2 supercell is displayed (since the states
are uniform in the horizontal direction). At D*[D] = 6[9] and
D*[D] = 8[13], all horizontal and vertical bonds host the same
symmetry sectors. By contrast, at D*[D] = 7[12], the central ver-
tical bond has one more singlet and one less triplet compared to
the other bonds. This results in an enhanced singlet pairing ampli-
tude in the central vertical bonds. Increasing D* to D*[D]=8[13]
rectifies this anomaly.

We have confirmed that this anomaly arises exclusively at
D*[D]="7[12]. At adjacent D*[D]=6[9] and D*[D]=28[13] (as
well as all smaller D*), the symmetry structure remains consis-
tent across all vertical and horizontal bonds, and the singlet pair-
ing amplitudes demonstrate excellent d-wave characteristics, as
illustrated in Fig. S8. Thus, we conclude that the ground state
should exhibit a d-wave pairing order. In the main text, we
present the pairing properties as derived from D*[D]=8[13].

S-VI. STRIPES WITH LONGER PERIODS

In the main text, our focus is predominantly on the period 4
stripe states. Nevertheless, it is important to note that stripes
with longer periods might emerge under varying parameter con-
figurations. This section is dedicated to a further exploration of
this aspect. As the manifestation of stripes with longer periods
necessitates iPEPS on larger supercells, the computational cost
can become significantly higher. Consequently, our objective

here is not a complete optimization of the iPEPS across all scan-
ning points. Rather, our aim is to estimate the region where the
ground state begins to deviate from the charge uniform state.

We initiate the iPEPS simulation with a uniform state, ob-
tained through guided U(1) iPEPS at large doping. Consider,
for instance, a period 8 stripe. A 16x2 iPEPS is necessary to
capture stripes characterized by period 8 charge orders. We ac-
quire a single ground state via the guided 2x2 U(1) iPEPS at
large doping, typically around § ~0.3. Its 2x2 supercell is then
replicated 8 times to construct a 16x2 supercell. The corre-
sponding ground state subsequently serves as the initialization
for the further 162 optimization at lower doping levels.

0.45 T T T
044 7AN X X X X i
0.35F guided 16x2 U(1) scan i
estimated stripe/uniform boundary
0.3+ estimated period 8 stripe region 4
0.25 a X X X g
-~
>~
-~
0.2 both charge order T
and spin order
0.15F E
0.1F (u] X X XX X X X X X -
0.05F no charge order no charge order
. nor spin order with spin order
0 L 1 1
0 0.05 0.1 0.15 0.2

charge doping

FIG. S9. 16x2 guided U(1) scan at t'/t = 0.1,0.25,0.4, re-
spectively. Cross markers represent the 16x2 U(1) iPEPS simula-
tions maintaining uniform states devoid of charge and spin orders.
Circle markers denote the 16x2 U(1) iPEPS simulations sustain-
ing uniform in charge orders but displaying spin orders. For even
lower doping, charge orders start to emerge, indicated by an or-
ange shaded region.

The outcome of this process is illustrated in Fig. S9. At
the majority of scan points where > 0.05, the ground state
derived from further 16x2 U(1) iPEPS optimization remains
physically the same as the uniform state produced by guided
2x2 U(1) iPEPS (cross markers). As the doping level de-
creases, spin orders begin to appear (plus markers), followed
by the charge orders (square marker). The pairing order is sup-
pressed once the spin orders are fully developed. The estimated
region for period 8 stripes is indicated as an orange shaded area
in Fig. S9. This region clearly resides beneath the estimated
stripe/uniform boundary as derived in the main text. Conse-
quently, this boundary can be confidently considered as a non-
superconducting/superconducting demarcation for § > 0.05.
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