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Abstract

In this Master’s thesis we study two-dimensional metals in the vicinity of charge den-
sity wave order with incommensurate ordering wave vectors Q = 2kF that connect two
points on the Fermi surface with parallel tangents. We investigate this theory of fermions
coupled to a real order parameter using both an analytical and numerical Eliashberg ap-
proach. With the help of this finite temperature method, we derive analytic expressions
for the fermionic and bosonic self-energies in certain limits. While the former reveals clear
non-Fermi liquid behavior, the latter suggests dynamical Fermi surface nesting around
the hot spots of our theory. Numerically, we confirm this strange metal behavior and
discover strongly increased scattering rates in unexpected regions in momentum space.
These ridge-like shapes can be identified as 3kF lines by a further analytical calculation.
Moreover, we will once more compare the analytical and the numerical calculations by
computing the critical exponent relating the renormalized mass to the temperature with
both methods and we report even quantitative agreement.
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1. Introduction

Phase transitions are frequently encountered in everyday life, for example when boiling
water or observing melting snow. These kinds of phase transitions occur as a consequence
of temperature variation across a critical temperature, meaning these transitions are
entropy-driven phenomena [1, 2]. Typically, we can describe these transitions by an
effective theory only based on a few ingredients like analyticity, locality and symmetry.
This is of course nothing else than the celebrated Ginzburg-Landau theory – a universal
theory for the order parameter alone [2, 3].

During the last few decades, the study of so called quantum phase transitions has be-
come an established research field in condensed matter physics [1, 2, 4] as well as high
energy physics [5–7]. In contrast to the above mentioned classical phase transitions,
quantum phase transitions no longer occur at finite temperatures, but take place at zero
temperature. Therefore they are driven by Heisenberg’s uncertainty principle [1] and
have to be controlled by non-thermal parameters like the magnetic field, the pressure or
the chemical composition of a material [1, 8].

A particular challenging but very interesting subclass are quantum critical points in
metals with reduced dimensionality. For example in two dimensions we know that the so
called Hertz-Millis approach breaks down and no effective theory for the order parameter
alone exists. As a result, we have to treat fermionic and bosonic degrees of freedom on
the same footing [2, 9, 10]. Moreover, it turns out that also other standard treatments
like the large N expansion fail for some of these theories [11, 12]. It is exactly this
combination of rich (non-Fermi liquid) physics and failure of some standard approaches
that drives the search of suitable treatments.

In this Master’s thesis, we study two-dimensional metals in the vicinity of charge density
wave (CDW) order with incommensurate ordering wave vectors Q = 2kF that connect
two points on the Fermi surface with parallel tangents [13–16]. We will investigate
this theory of fermions coupled to a real order parameter using both an analytical and
numerical Eliashberg approach [17–21] as a promising alternative to random phase ap-
proximation treatments [13–15] or renormalization group studies [15, 16]. These systems
are not only of theoretical interest but also of experimental relevance, since incommen-
surate charge density wave order appears for example in some rare-earth tellurides [22,
23] or transition-metal dichalcogenides [24–26].
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The remaining part of this Master’s thesis is structured as follows. The formal treatment
of quantum critical metals in the vicinity to charge density wave order will be introduced
in Chapter 2. Apart from stating the model, this section also motivates and introduces
Eliashberg theory which is our method of choice to treat the introduced theories both
analytically and numerically. In Chapter 3, we will start off the actual investigations
by analytically analyzing a hot spot model arising for example from a tight binding
dispersion relation. In the following Chapter 4 we will continue the analysis but now
from a numerical point of view. Since the numerics behaved differently than one might
have expected, we will change the dispersion relation and continue our work with a sheet-
like Fermi surface. Again, we will start with an analytical analysis in Chapter 5 and
numerically justify our results in the following Chapter 6. The final Chapter 7 provides
a summary of the studies done and an outlook to further investigations possible.
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2. Formalism & Methods

2.1. Quantum Critical Points

The systems we want to consider in this thesis possess a phase diagram as schematically
shown in Fig. 2.1. Let us first focus on the temperature T = 0 where only two phases – a
disordered, Fermi liquid phase and an ordered, charge density wave phase – exist which
are separated by a so called quantum critical point. Transitions between the mentioned
phases are made possible by tuning a non-thermal parameter m that is measuring the
distance from the quantum critical point at m = mc. As mentioned above, examples of
such external parameters are the magnetic field, the pressure or the chemical composition
of a material [1, 8]. Since at T = 0 solely quantum fluctuations are present, this phase
transition is referred to as quantum phase transition.

0
m

T

Quantum
critical
region

Disordered phase
〈φ〉 = 0

Disordered phase
〈φ〉 = 0

Ordered phase
〈φ〉 6= 0

•
QCP

Figure 2.1.: Phase diagram schematically showing the different phases that exist near a
quantum critical point (QCP) in strictly two dimensions (in the absence of a
Kosterlitz-Thouless transition). The quantum critical point is visualized as
a red point and located at temperature T = 0 and “mass” m = mc with m
being a non-thermal parameter measuring the distance from the quantum
critical point. Figure inspired by [8, 27].

It turns out that quantum critical points are also of great interest for temperatures
T > 0, since they tend to organize the phase diagram into different regimes or phases.
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Therefore, they are not only relevant for zero temperature computations but also for
finite temperature calculations or experimental investigations. In Fig. 2.1 this feature
can be directly observed, since the two crossover boundaries emerge out of the quantum
critical point at (0,mc). These crossovers can be estimated by comparing the thermal
energy kBT to the typical energy ~ωc carried by the order parameter field, hence kBT ≈
~ωc, leading to the following form of the crossover boundaries T ∼ |m −mc|νz with ν
and z being critical exponents [1, 8, 27]. They enclose the so called quantum critical
region or scaling fan being a region where both quantum and thermal fluctuations play
an important role. Also note that the quantum critical region’s upper boundary can be
estimated by ξ ≈ a with ξ being the correlation length and a the lattice constant.

The scaling fan will be the region of interest in this thesis, since it hosts rich but also
fairly involved non-Fermi liquid physics. The complexity of the problem arises mainly
due to the absence of a Ginzburg-Landau-type theory which is of course nothing else
than the aforementioned breakdown of the Hertz-Millis theory [1, 2, 9, 10]. This absence
of an effective order parameter theory greatly distinguishes metallic QCPs from ordinary
QCPs. We will come back to the Hertz-Millis approach in more depth in Section 2.3
and will see that gapless fermions coupled to an order parameter field lie at the heart of
this problem.

−π −π
2 0 π

2 π

kx

−π

−π
2

0

π
2

π

k
y

Q
+−

Figure 2.2.: We depict a schematic Fermi surface in blue and a CDW ordering wave
vector Q = 2kF in red. Furthermore, we show the corresponding hot spots
in green. In the following, the right (left) one is typically referred to as the
“+” hot spot (“−” hot spot). Figure inspired by [16, 28].

Let us wrap up the discussion of the phase diagram with some comments on charge
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density wave order. As Peierls pointed out, this translational symmetry broken phase
can already occur in a one-dimensional monoatomic chain at half-filling or equivalently
for a Fermi wave vector kF = π

2a [29]. Peierls argumentation goes as follows: Take the
standard, equally-spaced monoatomic chain, displace every other atom and calculate
the electronic spectrum of the distorted system. It turns out that the spectrum displays
a gap at ±kF which lowers the groundstate energy of the distorted system compared
to the undistorted one. It can be shown that this groundstate energy difference is
larger than the energy needed for all the displacements [28, 29]. Therefore, we conclude
that the monoatomic chain at half-filling possesses an instability to charge density wave
order. This is the so called Peierls instability which leads to a periodic charge density
modulation 〈ψ(x)ψ(x)〉 = n0+n1 cos(Qx) with an ordering wave vector Q = 2kF [27–29].

Let us come back to two dimensional metals again. Also here, charge density wave
order is characterized by a periodically modulated charge density 〈ψ(x)ψ(x)〉 = n0 +
n1 cos(Q · x) with an ordering wave vector Q 6= 0. This is for example in contrast
to Ising-nematic ordering were only rotational symmetry is reduced but translational
symmetry still unbroken, hence such phases possess ordering wave vectors Q = 0 [2].
Back to finite wave vectors again, we can further categorize them by their “relation”
to the Brillouin zone. A commensurate ordering wave vector can be written in the
basis of reciprocal lattice vectors with purely rational coefficients [13]. If such a linear
combination does not exist, one speaks of incommensurate ordering wave vectors which
we will look at in this thesis. Note that this definition also makes sense from a physical
point of view, since it has been pointed out that it is important to distinguish between
these two types of ordering wave vectors [30, 31]. Lastly, we want to mention that a
special situation arises in the presence of so called nesting vectors which are ordering
wave vectors connecting two points on the Fermi surface with parallel tangents [13–
16]. For this reason, they are also referred to as 2kF wave vectors in the following. A
schematic drawing of such a nesting vector and its relation to the Fermi surface is shown
in Fig. 2.2.

2.2. Model

The formal starting point of this thesis is provided by the 2 + 1 dimensional Euclidean
action [2, 16]

S =
∑
k

ψk(−iωn + ξk)ψk +
∑
q

φ−qχ
−1
q φq + λ√

βV

∑
k,q

φqψk+qψk (2.1)

where we use the abbreviations k := (k, ωn) and q := (q,Ωn) as well as suppress the spin
index for clarity. The reduced dispersion relation is denoted by ξk = εk − µ measuring
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the dispersion relation εk relative to the chemical potential µ. Furthermore, ψ is a
Graßmann field, φ a real order parameter field and χq the corresponding bare boson
propagator which may also be referred to as susceptibility. Moreover, λ denotes the
coupling constant, β = 1/T the inverse temperature and V = 4π2 the Brillouin zone’s
volume. The presented theory of electrons being coupled to a real order parameter via a
Yukawa-like interaction can be viewed as emerging from a purely fermionic theory by a
Hubbard–Stratonovich transformation in the density channel. Hence, we have traded the
four-fermion interaction for a bosonic bilinear together with a Yukawa-like interaction
term.

The foregoing model will lay the foundation of all numerical calculation done in this
thesis. However, for analytical computations it is easier to work with a low-energy
effective theory derived from the action above. In general, one could perform a gradient
expansion straight away but would have to take each point on the Fermi surface into
account [2]. Assuming a susceptibility χ peaked at momenta q = ±Q – where Q = 2kF is
an incommensurate nesting vector – leaves us with only two points on the Fermi surface
– the so called hot spots – we have to expand around [16]. We therefore introduce the
new fields

ψ±,k,ωn := ψ
k±Q

2 ,ωn
(2.2)

φ±,q,Ωn := φq±Q,Ωn (2.3)

and expand the dispersion relation

ξ
k±Q

2
≈ ±vFkx + κ

2k
2
y =: ξ±,k (2.4)

where vF, κ > 0 denote the Fermi velocity and a constant proportional to the Fermi
surface curvature respectively. The resulting biconvex Fermi patch geometry is depicted
in Fig. 2.3. Note that the above expansion may for example arise from a tight binding
dispersion relation (with appropriate filling).

The last ingredient missing is an explicit expression of the susceptibility which can be
approximated by the Ornstein-Zernike form [32]

χ−1
q±Q,Ωn ≈ m+Aq2 +BΩ2

n =: χ̃−1
q,Ωn (2.5)

where A,B > 0 are temperature-independent prefactors fixing for example the units. m
denotes the renormalized mass and fulfilles m T→0−−−→ 0, since we approach the quantum
critical point right from above. The momentum and frequency dependent terms can be
viewed as a low-energy expansion of the polarization’s real part. All these approxima-
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Figure 2.3.: Visualization of the Fermi surface geometry present in the hot spot model
arising e.g. from a tight binding dispersion relation. The black lines depict
the Fermi surface patches and each coordinate system’s origin is placed right
at the hot spot. The red vector Q connecting these two hot spots illustrates
the nesting vector. Moreover, the blue shadings visualize the occupied states
at zero temperature.

tions finally give rise to the desired hot spot action [2, 16]

SHS =
∑
s=±

∑
k

ψs,k(−iωn + ξs,k)ψs,k +
∑
q

φ−,−qχ̃
−1
q φ+,q

+ λ√
βV

∑
k,q

(
φ+,qψ+,k+qψ−,k + φ−,−qψ−,k−qψ+,k

)
. (2.6)

Note, that we substituted the bosonic fields φ± →
√

2 · φ± and rescaled the coupling
constant λ→ λ/

√
2 for simplicity.

Apart from the tight binding dispersion relation also a second model has been inves-
tigated in this Master’s project namely a Fermi sheet like dispersion relation. In this
case the hot spot model is still valid only the low-energy form of the dispersion relation
changes, since now

ξ
k±Q

2
≈ ±vF,±kx ∓

κ±
2 k2

y . (2.7)

Here vF,±, κ± > 0 denote the hot spot dependent Fermi velocities and curvatures. The
resulting concavo-convex Fermi patch geometry is depicted in Fig. 2.4.

2.3. Motivation for Eliashberg Theory

The purpose of this section is to give an overview of typical methods used to analyze
the models described above and to pave the way for the so called Eliashberg theory
introduced in the following section.

As already mentioned above, at first glance it seems quite natural to integrate out the
fermionic degrees of freedom (hopefully) resulting in a Ginzburg-Landau-type theory,
an effective theory for the order parameter alone. In our context, this was first done
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Figure 2.4.: Visualization of the Fermi surface geometry present in the hot spot model
arising e.g. from Fermi sheets. The black lines depict the Fermi surface
patches and each coordinate system’s origin is placed right at the hot spot.
The red vector Q connecting these two hot spots illustrates the nesting
vector. Moreover, the blue shadings visualize the occupied states at zero
temperature.

by Hertz [9] and later re-examined by Millis [10], hence the name Hertz-Millis theory.
Hertz solely looked at the scaling dimension of the quartic order parameter coupling,
which turned out to be irrelevant in spatial dimensions d > 1 and he concluded that it is
safe to integrate out the fermions here [2]. It turned out that this conclusion is wrong in
dimensions d = 2 and at least hasty in d ≥ 3, since one also has to take the Yukawa-type
coupling of gapless fermions to the order parameter into account. Performing the scaling
analysis, one finds for d ≥ 3 an irrelevant Yukawa coupling and (at least marginally)
well-defined quasi-particles (since the fermionic self-energy Im Σ(ω) ∼ ωd/3) such that
Hertz-Millis theory remains valid [2]. However in d = 2, we encounter a marginal Yukawa
coupling and no longer well-defined quasi-particles (since here Im Σ(ω) ∼ ω2/3) such that
the Hertz-Millis approach breaks down [2]. Therefore, we are not allowed to integrate
out the fermionic degrees of freedom and instead have to apply methods that treat the
fermions and the bosons on equal footing [1, 2].

Another standard method is of course a random phase approximation (RPA) which has
been investigated for example by Sýkora, Holder and Metzner [13, 14] for the hot spot
theory (2.6) stated in the last section. Also their explicit calculations show Im Σ(ω) ∼
ω2/3 and therefore confirm the scaling argument above. Besides plenty of results at
leading order they could not manage to obtain self-consistency going beyond leading
order. Especially this finding motivates Eliashberg theory which can be seen as RPA for
both the fermion and the boson, i.e. a self-consistent generalization of RPA.

Another method one wishes to exploit is the so called large N or 1/N expansion. As the
name already suggests, it is an expansion of correlators in powers of 1/N with N being
the number of fermion flavors. If the method is applicable, it is nothing else than simply
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counting the number of vertices nV and the number of fermion loops nL in a diagram
contributing to the correlation function of interest. Since each (potentially rescaled)
vertex contributes by a factor of 1/

√
N and each fermion loop by a factor of N , the

whole diagram scales with NnL−nV/2. Therefore, only diagrams of order O(1) survive in
the limit N →∞. It turned out that counting in this way is not always applicable, since
so called enhancement factors arise for certain models. They arise due to necessary self-
energy corrections which have to be included in the action to cure infrared divergencies.
Their consequences are additional counting rules which prohibit a simple expansion.
This has been first shown for a single Fermi surface patch by Lee [11] and been extended
to a pair of patches by Metlitski and Sachdev [12].

It turned out that renormalization group (RG) treatments are promising methods to
deal with the aforementioned actions. As an example, we want to mention the recently
performed study by Halbinger, Pimenov and Punk using dimensional regularization and
the minimal subtraction scheme [16]. Apart from great results like the confirmation of a
second order phase transition or the observed Fermi surface flattening at the hot spots,
such one-loop calculations always have to be taken with a grain of salt, since it is not
clear if they provide qualitative correct results. It is – as usual – advisable to double
check with other methods when interested for instance in the precise values of critical
exponents. Note that Eliashberg theory is a promising candidate for this, since it includes
arbitrary high loop orders and moreover provides a canonical numerical realization as
we will see in Section 2.5. However, notice that the above mentioned ε-expansion is in
principle controlled if the extrapolation to ε = 1/2 (or ε = 1) works [16, 33], whereas
Eliashberg theory is unfortunately an uncontrolled technique [19–21, 34] which we will
comment on in the following chapter.

2.4. Eliashberg Theory

Shortly after BCS theory has been proposed, Migdal and Eliashberg developed a theory
generalizing the former to the strong-coupling regime [17, 18]. Although this so called
Eliashberg theory was specifically developed in the context of electron-phonon supercon-
ductivity it turned out to be a very useful framework for studying many other (strongly
coupled) systems in various areas of condensed matter physics [19–21, 34]. The goal of
this thesis is to use such an Eliashberg approach to numerically analyze the theory (2.1)
and analytically investigate the corresponding hot spot theory (2.6).

Let us focus on the full theory (2.1) and take a look at the electronic self-energy Σ as
well as the polarization Π. These self-energies are of course related to the fermionic and
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bosonic propagators G and D by the Dyson equations [35]

G−1(k) = iωn − ξk − Σ(k) (2.8)

D−1(q) = χ−1
q −Π(q) (2.9)

again using the abbreviations k := (k, ωn) and q := (q,Ωn). Eliashberg theory now tells
us to compute both self-energies in a one-loop fashion however using dressed instead of
bare propagators resulting in a set of two coupled, self-consistent, functional equations
which read [19–21]

Σ(k) = λ2

βV

∑
q

G(k − q)D(q) =
k − q

q

(2.10)

Π(q) = −2 λ
2

βV

∑
k

G(q + k)G(k) =

q + k

k

(2.11)

First note that the expression for the polarization contains a factor of 2 due the spin and
that the bold lines represent the dressed propagators. Furthermore notice that due to
the self-consistency and coupling the Eliashberg equations reveal a “generalized RPA”
structure and therefore go beyond standard RPA treatments. In fact, this approach
includes all one particle irreducible diagrams neglecting those which would lead to vertex
corrections.

Oftentimes, the Eliashberg Eqs. (2.10) and (2.11) are easier to handle in an retarded
form. To obtain these equations one rewrites the Matsubara sum as a contour integral
followed by an analytic continuation iωn → ω + i0+ to real frequencies. Exploiting
standard relations of correlation functions as well as taking the imaginary part, one
arrives at [20]

Im ΣR(k, ω) = λ2
∫

q

∫ ∞
−∞

dz
π

(nB(z) + nF(z − ω))

· ImGR(k − q, ω − z) ImDR(q, z) (2.12)

Im ΠR(k,Ω) = 2λ2
∫

q

∫ ∞
−∞

dz
π

(nF(z)− nF(z + Ω))

· ImGR(k + q,Ω + z) ImGR(q, z) (2.13)

where nB and nF denote the Bose and Fermi distribution. Moreover, we use the conven-
tion

∫
q :=

∫ d2q
4π2 as well as label retarded self-energies and propagators by the subscript

“R”. The explicit derivation of these retarded Eliashberg equations can be found in
Appendix A.1. Note that due to the Kramers-Kronig relations we have not lost any
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information compared to the imaginary time version of the Eliashberg equations [36].

Let us now turn to the validity of this approach or phrasing it more precisely: When
are we allowed to neglect vertex corrections? The original Migdal-Eliashberg theory was
developed as a controlled approximation relying on the smallness of the ratio λθD/EF

where θD denotes the Debye temperature and EF the Fermi energy [18]. Unfortunately in
most cases such a limit in which Eliashberg theory becomes exact is not known and even
unclear if it exists. Meaning for now we are left with an uncontrolled approximation.

A bright spot might be provided by the following argument [19, 37]. Consider the
one-loop vertex correction (using dressed propagators) shown in Fig. 2.5a. Setting
k = (−Q

2 , 0) and q = (Q, 0) gives the contribution scattering on-shell onto the two hot
spots at ±Q

2 . We expect the dominant contribution to the momentum integral coming
from momenta p ≈ ±Q. In both cases one fermion will be close to a hot spot while the
other one will be far away from both hot spots (see Fig. 2.5b). This however means
that we have always at least one internal fermion being highly off-shell, since there is
only one frequency to vary/ integrate over. Hence, we expect the whole one-loop vertex
correction to be suppressed. Note that this argument is independent of the coupling
constant and for this reason also applicable in the strong coupling regime. Furthermore,
notice that the reasoning only works due to the presence of the nesting vector Q. When
dealing with ordering wave vectors that are no nesting vectors one has to come up with
other justifications [20, 21, 34].

p

k + p

q + k + p

q

k

q + k

(a) Generic one-loop diagram

(±Q, p0)

(−Q
2 ±Q, p0)

(Q
2 ±Q, p0)

(Q, 0)

(−Q
2 , 0)

(Q
2 , 0)

(b) Special case considered here

Figure 2.5.: Leading order vertex correction. The bold straight lines depict full fermion
propagators, the bold wiggly lines visualize the boson propagator and the
points represent bare vertices.

2.5. Iterative Solution

The self-consistent and coupled structure of the Eliashberg equations (2.12) and (2.13)
provides a canonical way to numerically solve these equations. This iteration scheme is
depicted in Fig. 2.6 and works as follows. One starts with vanishing self-energies Σ(0)

R
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and Π(0)
R defined on a 2 + 1 dimensional grid or to be more precise with vanishing real

parts and slightly non-zero imaginary parts to avoid divergencies. As a first step one
calculates1 the imaginary part of the polarization following Eq. (2.13) using (essentially)
bare fermionic propagators. Next, one makes use of the Kramers-Kronig relation2 [36]

Re Π(1)
R (k, ω) = 1

π
P
∫ ∞
−∞

dω′ Im Π(1)
R (k, ω′)
ω′ − ω (2.14)

and arrives at the one-loop hence RPA polarization Π(1)
R . Using the Eliashberg equation

(2.12) together with Π(1)
R and Σ(0)

R we are able to compute the imaginary part of the
self-energy Σ(1)

R . Exploiting Kramers-Kronig relation again we end up with the complete
fermionic self-energy Σ(1)

R , thus having completed one loop. By repeating this scheme
one goes beyond RPA and stops when (sufficient) convergence is reached. With other
words, one repeats this procedure until being sufficiently close to the fixed point living
in the product space of the self-energy function spaces.

Π(n)
R Σ(n)

R Π(n+1)
R

. . .Σ(n−1)
R

. . .

Figure 2.6.: Scheme used to find the numerical solution of the Eliashberg equations (2.12)
and (2.13). Knowing Σ(n−1)

R being the self-energy of the (n − 1)th self-
consistency loop one is able calculate the polarization Π(n)

R of the following
loop. As the second step in the nth self-consistency loop one now computes
self-energy Σ(n)

R using both Σ(n−1)
R and Π(n)

R . This was one self-consistency
loop and the procedure is done until convergence is reached starting from
(almost) vanishing self-energies.

1We use the so called VEGAS Algorithm which is an adaptive Monte Carlo integrator.
2For example using the adaptive GSL integrator for principle value integrals.
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3. Biconvex Geometries

The goal of this chapter is to analytically investigate the hot spot theory (2.6) for a
biconvex Fermi patch geometry as depicted in Fig. 2.3. We will therefore be using the
dispersion relation (2.4) throughout this chapter. Note that the corresponding numerical
treatment will be presented in the subsequent Chapter 4.

3.1. Scattering Rate

Let us first analyze the fermionic self-energy by investigating the corresponding Eliash-
berg equation. In principle we have two of those equations to solve, since our theory
contains two hot spots. However, due to the presence of inversion symmetry it is suffi-
cient to study only one of these equations. One may for example analyze the self-energy
for fermions living close to the + hot spot, hence we consider

Σ+(k) = λ2

βV

∑
q

G−(k − q)D+(q) (3.1)

where again G− and D+ are fermionic and bosonic propagators with appropriate hot
spot labels and the abbreviations k := (k, ωn) and q := (q,Ωn) were exploited. Since
one sums over bosonic Matsubara frequencies we are able to split the self-energy into
a classical part Σ(cl)

+ (coming from the frequency Ω0 = 0) and a quantum part Σ(qu)
+

(arising from all frequencies Ωn 6=0). Note that the classical part only contributes for
T > 0, since at T = 0 it becomes a null set [20]. Let us first focus on the classical part
given by

Σ(cl)
+ (k, iωn) = λ2

βV

∑
q

G−(k − q, iωn)D+(q, 0) . (3.2)

Due to the self-consistency and non-linearity this is still too complicated to be calculated
in general. However, one is able to derive an explicit expression for the classical scattering
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rate

γ
(cl)
+ :=− Im Σ(cl)

+ (0, 0) (3.3)

= λ2

βV

∑
q

− Im Σ+(q, 0)
ξ2

+,q + (Im Σ+(q, 0))2 ·
1

m+Aq2 . (3.4)

Note that we neglected the real part of the fermion self-energy for simplicity. Also
notice that we have taken the real part of the polarization, at least to some extent, into
account, since the renormalized mass m and the quadratic term Aq2 stem from a low-
energy expansion of the polarization’s real part. Moreover, note that the imaginary part
drops out in our classical consideration which can be seen by the Eliashberg equation
(2.13) when setting the external frequency to zero. For low enough temperatures we
expect the main contribution to be

γ
(cl)
+ = λ2

βV

∑
q

γ+
ξ2

+,q + γ2
+
· 1
m+Aq2 . (3.5)

Inserting the explicit form of the dispersion relation as well as substituting k :=
√
A/m·q

we arrive at the expression

γ
(cl)
+ = λ2

4π2βγ+A

∫
d2k

1
(akx + bk2

y)2 + 1 ·
1

1 + k2
x + k2

y

(3.6)

containing the two parameters a := vF
√
m

γ+
√
A
> 0 and b := κm

2γ+
√
A
> 0. Even if this integral

looks relatively harmless, it unfortunately is quite a complex object due to the two
parameters. We will therefore try to find the dominant contribution by applying the
subsequent scaling argument. Consider the hot spot action (2.6) or to be more precise
the purely fermionic part which suggests the following rescalings after having performed
a “decimation” step in a momentum shell RG program:

k′x = b2 · kx (3.7)

k′y = b · ky . (3.8)

Hence the term Aq2
x in the Eqs. (2.5) and (2.6) is irrelevant in the low-energy limit. We

therefore proceed with

γ
(cl)
+ = λ2

4π2βγ+A

∫
d2k

1
(akx + bk2

y)2 + 1 ·
1

1 + k2
y

(3.9)

= λ2

4π2βγ+A

∫
dky

π

a · (1 + k2
y)

(3.10)

= λ2

4βγ+Aa
. (3.11)
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Inserting the above defined parameter a back into the derived expression gives the final
result for the classical scattering rate

γ
(cl)
+ = λ2

4vF
√
A

T√
m(T )

(3.12)

Note that the parameter b has dropped out earlier and for this reason our result may
look curvature-independent. However, there is still the chance that the mass depends
on the curvature κ which would restore the curvature-dependence of the scattering rate
γ

(cl)
+ . Moreover notice that our result turned out to be extremely similar to the one

obtained by Punk in the context of Ising-nematic order [20].

The good news is that we were able to derive an analytic expression for the classical part
of the scattering rate. As already pointed out we are not done yet, since the formula
still depends on the renormalized mass which is so far unknown. For this reason we try
to derive an analytic expression in the following section.

3.2. Renormalized Mass

From Section 2.2 we recall that the gap or renormalized mass m(T ) at a certain tem-
perature T is given by

m(T ) = Re Π+,R(0, 0, T = 0)− Re Π+,R(0, 0, T ) (3.13)

meaning this section will be all about calculating polarizations at zero momentum and
frequency. For this, one may use the retarded version of the Eliashberg equation for the
real part of the polarization which of course looks quite similar to the retarded Eliashberg
equation (2.13) for the imaginary part, since the derivations are essentially the same. In
the hot spot version the former reads

Re Π+,R(k,Ω) = 2λ2
∫

q

∫ ∞
−∞

dz
π
nF(z)

(
ReG+,R(k + q,Ω + z) ImG−,R(q, z)

+ ReG−,R(q, z − Ω) ImG+,R(k + q, z)
)

(3.14)

Exploiting G+,R(k, ω) = G−,R(−k, ω) and setting the external momentum and frequency
to zero we arrive at the slightly simpler form

Re Π+,R(0, 0) = 4λ2
∫

q

∫ ∞
−∞

dz
π
nF(z) ReG+,R(q, z) ImG+,R(−q, z) . (3.15)

Before considering Eliashberg theory let us first take a look at the RPA. Hence we
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compute the bare bubble and therefore we use the equation above with only bare fermion
propagators. This leads to

Re Π(RPA)
+,R (0, 0) = 4λ2

∫
q

∫ ∞
−∞

dz
π
nF(z) · 1

z − ξ+,q
· (−π)δ(z − ξ+,−q) (3.16)

= − λ2

2π2

∫
d2q

nF(vFqx + κ
2 qy)

vFqx
(3.17)

= − λ2
√

2κπ2vF

∫
d2k

1
kx
· 1

exp
(
β(kx + k2

y)
)

+ 1
(3.18)

where we inserted the explicit expression for the dispersion relation (2.4). A substitution
as kx → kx/β and ky → ky/

√
β already shows that we can expect the mass to scale as

m(RPA) ∼ 1/
√
β =

√
T . To obtain the prefactors one has to renormalize, since the

above integral diverges and of course solve the integrals. This calculation is provided in
Appendix A.2 and leads to the following final result for the boson mass in RPA

m(RPA)(T ) = λ2c√
2κβπ2vF

∼
√
T (3.19)

which c ≈ 3.37 being a numerical constant.

Let us now try to derive an analogue expression in Eliashberg theory and see in particular
if the critical exponent of 1/2 changes. Again we start from Eq. (3.15) by inserting the
expressions for the propagators which gives

Re Π+,R(0, 0) = 4λ2
∫

q

∫ ∞
−∞

dz
π
nF(z) · z − ξ+,q

(z − ξ+,q)2 + (Im Σ+,R(q, z))2

· Im Σ+,R(−q, z)
(z − ξ+,−q)2 + (Im Σ+,R(−q, z))2 . (3.20)

Since we expect the dominant contribution to the integral to come from the Fermi
surface, we estimate

Re Π+,R(0, 0) = 4λ2
∫

q

∫ ∞
−∞

dz
π
nF(z) · z − ξ+,q

(z − ξ+,q)2 + γ2
+
· −γ+

(z − ξ+,−q)2 + γ2
+
. (3.21)

Unfortunately this expression is still too complicated to be solved analytically. Since
we are mainly interested in the temperature-dependence, we wish to find at least the
leading order term with respect to the temperature. This is for example possible by
performing a Sommerfeld expansion which will be given in the following Section 3.3.
Using the result in advance, the leading order temperature dependence comes from

Re Π+,R(0, 0) = 4λ2
∫

q

∫ 0

−∞

dz
π

z − ξ+,q
(z − ξ+,q)2 + γ2

+
· −γ+

(z − ξ+,−q)2 + γ2
+
. (3.22)
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Now that we got rid of the Fermi distribution it is possible to apply the substitutions
z → γ+z, qx → γ+qx and qy → √

γ+qy already showing m ∼ √γ+. The explicit
calculation involving all the prefactors is provided in Appendix A.3 and leads to the
following result:

m(T ) = 2λ2
√
κπvF

√
γ+(T ) (3.23)

Since the derived mass term depends on the scattering rate and vice versa (Eq. (3.12)),
it is tempting to directly solve for both. As we will see shortly, one needs to be a
little more careful, since the expression for the mass (Eq. (3.23)) depends on the full
scattering rate while Eq. (3.12) provides only a formula for the classical scattering rate.
We therefore proceed by only plugging the expression for the mass into the formula for
the classical scattering rate which yields

γ
(cl)
+ (T ) ∼ T

4
√
γ+(T )

= T

4
√
γ

(cl)
+ (T ) + γ

(qu)
+ (T )

. (3.24)

Assume for now that the quantum part γ(qu)
+ is subleading for low enough temperatures

compared to the classical part. Hence we find

γ
(cl)
+ (T ) ∼ T

4
√
γ

(cl)
+ (T )

(3.25)

⇒ γ
(cl)
+ (T ) ∼ T 4/5 . (3.26)

Let us now turn to the quantum part to see if our assumption holds. We may estimate
this part by using the zero temperature RPA result obtained by Sýkora, Holder and
Metzner [13] and exploiting ω/T -scaling. Hence we expect

γ
(qu)
+ (T ) ∼ T 2/3 (3.27)

which clearly shows that our assumption of a subleading quantum part was wrong and
therefore conclude that the classical scattering rate is subleading for sufficiently small
temperatures. We would like to point out that this behavior clearly differs from the one
found in metals close to Ising-nematic quantum critical points [20], since there classical
fluctuations provided the leading order term due to a different mass scaling (∼

√
T | lnT |

[38]). Speaking of the mass – how does it scale now? Plugging the relation (3.27) into
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Eq. (3.23) gives us the answer:

m(T ) ∼ T 1/3 (3.28)

Notice that the critical exponent relating the mass to the temperature has dropped from
1/2 to 1/3 going (at least somewhat) beyond RPA. This is in contrast to the RG studies
for this model performed by Halbinger, Pimenov and Punk [16] since they found an
exponent of 0.616. Note that neglected vertex corrections do not qualify as a possible
explanation for this discrepancy, since the vertex does not renormalize in one-loop RG
due to the same “momentum argument” as provided in Section 2.4 for Eliashberg theory.
Possible explanations are however the one-loop structure of their RG study or on the
Eliashberg side the plenty approximations we used to derive this result.

Notice that we are now also able to calculate the correct scaling of the (subleading) clas-
sical fluctuations by simply plugging the relation (3.28) into the earlier found expression
(3.12)

γ
(cl)
+ (T ) ∼ T 5/6 (3.29)

3.3. Sommerfeld Expansion

Having derived and discussed all the results above, let us not forget that we still have
to justify the step of calculation from Eq. (3.21) to Eq. (3.22). Especially since we were
interested in the temperature dependence of the mass, the approximation nF(z) ≈ θ(z)
seems questionable. The aim of this section is to resolve this by a Sommerfeld expansion.
Since a lot of real constants will appear in this section, we will simply denote them by
a “R”. Let us start by stating Eq. 3.21 again

Re Π+,R(0, 0) = 4λ2

π

∫
q

∫ ∞
−∞

dz nF(z) · fq(z) (3.30)

where we used the abbreviation

fq(z) := z − ξ+,q
(z − ξ+,q)2 + γ2

+
· −γ+

(z − ξ+,−q)2 + γ2
+
. (3.31)

Performing the promised Sommerfeld expansion yields

Re Π+,R(0, 0) = 4λ2

π

∫
q

(∫ 0

−∞
dz fq(z) +

∞∑
n=1

R · T 2n · d2n−1fq(z)
dz2n−1

∣∣∣∣∣
z=0

)
. (3.32)
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Note that the first summand is exactly the one we worked with in the last section and
therefore Eq. (3.23) tells us

Re δΠ+,R(0, 0) = R√γ+ +
∫

q

∞∑
n=1

R · T 2n · d2n−1fq(z)
dz2n−1

∣∣∣∣∣
z=0

(3.33)

where we already removed the divergence by simply subtracting the zero temperature
limit, meaning we consider the renormalized polarization δΠ+,R here. It turns out to be
quite useful to substitute kx := qx/γ+ and ky := qx/

√
γ+ resulting in

Re δΠ+,R(0, 0) = R√γ+ +
∫

k
γ

3/2
+

∞∑
n=1

R · T 2n ·
d2n−1f(γ+kx,

√
γ+ky)(z)

dz2n−1

∣∣∣∣∣
z=0

. (3.34)

Now our task is to find out how the derivatives depend on γ+(T ). Since this is rather
technical but straight forward, we perform this calculation in Appendix A.4 and state
here only the result

d2n−1f(γ+kx,
√
γ+ky)(z)

dz2n−1

∣∣∣∣∣
z=0

= h(k) · γ−2n−1
+ (3.35)

where h is a momentum-dependent function specified in the appendix as well. Plugging
this expression in the above equation for the renormalized polarization yields

Re δΠ+,R(0, 0) = R√γ+ +
∞∑
n=1

R · T 2n · γ−2n+ 1
2

+ (3.36)

= √γ+ ·
∞∑
n=0

R ·
(
T

γ+

)2n
. (3.37)

Assuming γ+ ∼ Tα with α ∈ (0,∞) gives

Re δΠ+,R(0, 0) = T
α
2

∞∑
n=0

R · T 2n(1−α) (3.38)

which tells us that the approximation in the last chapter is valid for (1− α) ≥ 0. Thus
we find a region of validity of 0 < α ≤ 1. Since the previously determined exponent of
2/3 (Eq. (3.27)) lies within this region, we can view this Sommerfeld expansion as a
posteriori justification of the approximation in the last section.

3.4. Imaginary Part of Polarization

The last quantity we want to analytically calculate in the biconvex geometry is the
imaginary part of the polarization. Besides being an interesting object itself, it also
provides two dynamical critical exponents which will tell us how the Fermi surface close
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to the hot spots renormalizes as we will see later on. Let us start from the hot spot
analogue of Eq. (2.13)

Im Π+,R(k,Ω) = 2λ2
∫

q

∫ ∞
−∞

dz
π

(nF(z)− nF(z + Ω))

· ImG+,R(k + q,Ω + z) ImG−,R(q, z) . (3.39)

For small enough external frequencies we may expand the second Fermi distribution up
to linear order in Ω, hence

nF(z)− nF(z + Ω) ' −∂nF(z)
∂z

· Ω (3.40)

' δ(z) · Ω (3.41)

where the second step becomes is exact in the zero temperature limit. Therefore, we
arrive at

Im Π+,R(k,Ω) = 2λ2Ω
π

∫
q

ImG+,R(k + q, 0) ImG−,R(q, 0) . (3.42)

Inserting the explicit expressions and approximating one Lorentzian by a delta distribu-
tion gives

Im Π+,R(k,Ω) = 2λ2Ω
∫

q

− Im Σ+,R(k + q, 0)
(ξ+,k+q)2 + (Im Σ+,R(k + q, 0))2 · δ(ξ−,q) . (3.43)

For small external momenta we may further approximate

Im Π+,R(k,Ω) = 2λ2Ω
∫

q

γ+

(ξ+,k+q)2 + γ2
+
· δ(ξ−,q) (3.44)

= λ2Ω
2π2vF

√
κγ+

∫ ∞
−∞

dx 1
(x2 + ek/γ+)2 + 1

(3.45)

= λ2Ω
2π2vF

√
κγ+

· iπ2

(
1√

ek/γ+ + i
− 1√

ek/γ+ − i

)
(3.46)

where we defined ek := vFkx + κ
4k

2
y. Getting rid of the complex roots we arrive at the

final expression

Im Π+,R(k,Ω) = λ2Ω
2πvF

√
2κ
·

√√
e2

k + γ2
+ − ek√

e2
k + γ2

+
(3.47)

which immediately reminds of the RPA result obtained by Sýkora, Holder and Metzner
[13, 14]. Let us try to build some intuition for this formula by looking at different limits.
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First, consider the zero temperature limit (γ+ → 0)

Im Π+,R(k,Ω, T = 0) = λ2

2πvF
√
κ
· Ω · θ(−ek)√

|ek|
(3.48)

which can be used to derive the aforementioned dynamical critical exponents. For in-
stance to determine the exponent orthogonal to the Fermi surface one sets ky = 0 in
the formula above, applies the rescalings k′x = bkx and Ω′ = bz⊥Ω and fixes the miss-
ing exponent by matching scaling dimensions with the Ornstein-Zernike term (2.5). We
therefore conclude z⊥ = 5/2. Analogously we find parallel to the Fermi surface a dynam-
ical critical exponent z‖ = 3. Therefore, we expect the renormalized Fermi surface close
to the hot spots to be of the form kx ∼ |ky|2z‖/z⊥ = |ky|12/5 meaning we find dynamical
nesting, in qualitative accordance to Halbinger, Pimenov and Punk since they found an
exponent of 3.85 [16]. This finding is visualized in Fig. 3.1 again.

−1.0 −0.5
kx

−1.0

−0.5

0.5

1.0
ky

Figure 3.1.: Comparison of different (low-energy) Fermi surfaces located at the right
hot spot. While the green lines depicts the non-interacting Fermi surface,
the red line shows the interacting one obtained by Eliashberg theory. In
both cases we set vF = 1 and κ = 2 for simplicity. The blue line shows the
corresponding renormalized Fermi surface found by Halbinger, Pimenov and
Punk using the aforementioned RG approach [16].

Finally, consider the case of vanishing external momenta

Im Π+,R(0,Ω) = λ2

2πvF
√

2κ
· Ω√

γ+
. (3.49)

We observe that the term ∼ Ω√
|ek|

in Eq. (3.48) transforms into a quite similar look-
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ing term ∼ Ω√
γ+

when turning from the zero temperature limit to the regime of finite
temperature but zero external momenta. This behavior reminds us of the Eliashberg
approach by Punk [20] for metals close to an Ising-nematic quantum critical point where
the Landau damping term ∼ Ω

|k| turned into a term ∼ Ω
γ .
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4. Tight Binding Model

Let us now turn to the numerical solution of the Eliashberg equations (2.12) and (2.13)
by exploiting the iterative algorithm described in Section 2.5. We perform this numerical
analysis due to two main reasons. Firstly, our analytical investigations presented in the
previous section relied on a couple of approximations. It is therefore always advisable
to double-check the results using a different method. Secondly, the analytical calcula-
tions are typically only feasible for very specific external momenta or frequencies. The
fermionic self-energy Im Σ+,R serves as a perfect example here, since it only has been
investigated for zero momentum und frequency, hence solely on-shell on the Fermi sur-
face. It is therefore interesting to study the model also in regions which remain hidden
in an analytical Eliashberg treatment.

4.1. Numerical Setup

We want to start off by a few comments on the numerical treatment. The retarded
Eliashberg equations will be solved on a square lattice with momenta discretized on
a 49 × 49 equidistant grid in the first Brillouin zone. In frequency space we will use a
cubic-spaced grid with 101 (149) sites for Im ΣR, Re ΣR, Re ΠR (Im ΠR) up to a maximal
frequency of 11 (in units of the below specified nearest neighbor hopping amplitude t) due
to small frequencies giving the dominant contributions. As already mentioned before,
we choose the tight binding dispersion relation [39]

ξk = −2t (cos(kx) + cos(ky))− 4t′ cos(kx) cos(ky)− µ (4.1)

where we have set the lattice constant to unity, t and t′ are the nearest and next nearest
neighbor hopping amplitudes and µ denotes the chemical potential. Note that the D4

symmetry of the chosen dispersion relation reduces the run time by a factor of 8, since
it suffices to solve the Eliashberg equations on an octand of the Brillouin zone. Setting
t = 1 throughout this chapter still leaves us with t′ and µ to be chosen. The idea is
now to choose them in such a way that the system is likely to develop nesting vectors
in nodal direction as depicted in Fig. 4.1. A suitable parameter regime can be typically
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found with the help of so called 2kF lines. These are nothing else than the set of all
momenta k fulfilling

ξk+G
2

= 0 (4.2)

for arbitrary reciprocal lattice vectors G. For an inversion symmetric dispersion relation
one therefore finds all vectors which go through the origin and connect two points on
the Fermi surface with parallel tangents. In the case of our tight binding dispersion
relation one has exactly determined all nesting vectors. How can we now use these 2kF
line(s) to choose the parameters t′ and µ? As in Fig. 4.1 we want a relatively small
Fermi surface “diameter” such that the 2kF line does not exceed the first Brillouin zone.
Note that backfolding would make the situation a lot more complicated, since 2kF line
intersections would appear which could lead to even more than the expected four hot
spots. We therefore choose the Fermi surface to go through the point kpin = (0.65, 0.65).
At this point we tune the Fermi surface curvature to zero by setting t′/t = −0.398. With
these two choices the chemical potential is already determined, reading µ/t = −2.175.

−π −π
2 0 π

2 π

kx

−π

−π
2

0

π
2

π

k
y

Figure 4.1.: The blue line depicts the Fermi surface arising from the tight binding disper-
sion relation (4.1) for t′/t = −0.398 and µ/t = −2.175. An adequate choice
of the next nearest neighbor hopping amplitude leads to vanishing Fermi
surface curvature at the nodal points. Note that these two parameters have
been chosen such that the 2kF line, depicted in green, lies well within the
first Brillouin zone and does not need to be folded back. One of the four
hoped-for nesting vectors is shown in red.

Lastly, we set the coupling constant λ/t = 0.7, choose an inverse temperature βt = 50
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and fix the renormalized mass m/t = 0.01, since this seemed like a reasonable choice
of parameters compared to similar Eliashberg studies by Punk [19, 20]. Notice that in
our numerical calculations we can neither set the mass nor the temperature exactly to
zero, since the former would give rise to a pole appearing in the boson propagator and
the latter would turn Lorentzians (from Im ΣR) into delta distributions, thus both cases
would cause major computational problems. Therefore, we only use a small (compared to
t) temperature and renormalized mass. The latter will also be the only term appearing in
the bare susceptibility, hence the momentum- and frequency-dependence of the dressed
susceptibility will solely arise from the (renormalized) polarization. We will also keep the
renormalized chemical potential µren := µ− Re ΣR(kpin, 0) instead of the bare chemical
potential µ fixed throughout the computations. Thus the Fermi surface will always be
pinned to the earlier chosen point kpin on the Fermi surface which prevents, at least to
some extent, strong Fermi surface changes for example due to backfolding.

4.2. Results
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Figure 4.2.: Density (a) and surface (b) plot of the static polarization Re ΠR(k, 0) after
the first loop. We observe the expected but rather small peaks on the
diagonals on top of a high unexpected central plateau which also hosts a
central peak. Parameters: βt = 50, m/t = 0.01, λ/t = 0.7, t′/t = −0.398,
µ/t = −2.175.

Let us dive into the results by checking on the static polarization after one loop which is
of course nothing else than the (static) RPA polarization1. One gains a first impression
of the situation by looking at the density and surface plots in Fig. 4.2. We observe a

1Note, that RPA is clearly not self-consistent! The term “one loop” means only that we have gone once
through the for loop on our way to a fully self-consistent solution.
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tall, unexpected plateau located at the center of the Brillouin zone. Taking a closer look
at the plateau we can already guess its substructure which are five maxima – four in
the nodal directions and one at k = 0. While the origin of the latter maximum remains
unclear, the former four arise due to the vanishing Fermi surface curvature at the nodal
points. A detailed view of these maxima can be obtained by looking at cuts in diagonal
and axial direction which are depicted in Fig. 4.3. Analyzing these plots we conclude
that the peak right at the origin turns out to be the global maximum.
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Figure 4.3.: Depicted are various cuts of the static polarization Re ΠR(·, 0) in momentum
space. The blue lines correspond to a diagonal direction and we use kcut :=√
k2
x + k2

y. Moreover, the green lines display the polarization along one of
the axes and we use kcut := kx and set ky = 0 (or vice versa). Note that the
solid lines show the results after one loop and the dashed lines depict the
fully converged polarization after 10 loops. Notice that the local maximum
at finite wave vector from the first loop is no longer present at higher loop
numbers. Same parameters as above: βt = 50, m/t = 0.01, λ/t = 0.7,
t′/t = −0.398, µ/t = −2.175.

Next, turn to the scattering rate at Fermi energy and analyze this quantity still after
having performed only one loop. The corresponding density and surface plots are shown
in Fig. 4.4. One observes large scattering rates on top of the whole Fermi surface. The
maxima are clearly located in axial direction which surprises a little, since we expected
the hot spots to lie at the nodal points. This behavior is caused by the global maximum
of the polarization at k = 0 which might give rise to an enhanced scattering “bridging”
the Fermi surface’s corners.

Let us now go beyond RPA, hence look at results at higher loop order. Unfortunately, it
turns out that already in second loop order the desired peaks of the polarization at finite
wave vectors completely disappear leaving us with an ordering wave vector of Q = 0.
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Figure 4.4.: Density (a) and surface (b) plot of the scattering rate − Im ΣR(k, 0) after
one loop. We observe large scattering rates not only at the nodal points
but on top of the whole Fermi surface. Furthermore, also notice that the
maximal values appear in axial directions. Note that the slightly enhanced
scattering rates around the Fermi surface can be explained by a symmetry
of the Eliashberg equation for Im Σ which is present whenever dealing with
(at least somewhat) finite ordering wave vectors. We will come back to these
3kF lines in Chapter 6. Same parameters as above: βt = 50, m/t = 0.01,
λ/t = 0.7, t′/t = −0.398, µ/t = −2.175.

Since this finding does not change at higher loop orders, let us directly turn to the
fully converged Eliashberg solution after 10 self-consistency loops. The absence of finite
ordering wave vectors is visible in Fig. 4.5 analyzing the density and surface plots or
alternatively depicted in Fig. 4.3 using cuts in various directions.

Lastly, turn to the fully converged fermion self-energy or to be more precise the scattering
rate at Fermi energy. The density and surface plots in Fig. 4.6 reveal that the ridge-like
structure on top of the Fermi surface from the first loop is no longer present but has
been traded for a high scattering rate spanning over the whole Fermi surface. Similar to
the polarization, this qualitative change also occurs going from the first to the second
loop order which is not really surprising due to the coupled structure of the Eliashberg
equations.

How do we now proceed, since our system developed an ordering wave vector Q = 0
instead of the desired finite one? Maybe we just picked an unfavorable set of parame-
ters despite all the considerations at the chapter’s beginning? We therefore varied the
temperature, the mass, the coupling constant, the chemical potential and also the next
nearest neighbor hopping amplitude. We changed one of these parameters at a time
while keeping the others fixed as well as changed multiple parameters at the same time,
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but unfortunately could not manage to obtain an ordering wave vector Q 6= 0. Fig.
4.7 serves as an example of these parameter variations. To conclude, in every variation
we observed this characteristic high plateau in the static polarization in the first loop,
which apparently tends to smear out at higher loop orders giving rise to Q = 0.
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Figure 4.5.: Density (a) and surface (b) plot of the fully converged static polarization
Re ΠR(k, 0) after 10 self-consistency loops. Note that the four small peaks
at finite wave vectors encountered in the first loop are are no longer present
and we only observe a single large peak at k = 0 now. Same parameters as
above: βt = 50, m/t = 0.01, λ/t = 0.7, t′/t = −0.398, µ/t = −2.175.
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Figure 4.6.: Density (a) and surface (b) plot of the fully converged scattering rate
− Im ΣR(k, 0) after 10 self-consistency loops. We observe no longer scat-
tering rate ridges but a plateau spanning over the whole Fermi surface.
Same parameters as above: βt = 50, m/t = 0.01, λ/t = 0.7, t′/t = −0.398,
µ/t = −2.175.

0 π
4

π
2

3π
4 π

kcut

0.5

1.0

1.5

2.0

2.5

R
eΠ

R
(k

cu
t,

0)

Figure 4.7.: Depicted are again various cuts of the static polarization Re ΠR(·, 0) in
momentum space but now for a different choice of parameters which are
βt = 100, m/t = 0.001, λ/t = 2.0, t′/t = −0.398 and µ/t = −2.175. The
blue lines correspond to a diagonal direction and we use kcut :=

√
k2
x + k2

y.
Moreover, the green lines display the polarization along one of the axes and
we use kcut := kx and set ky = 0 (or vice versa). Note that the solid lines
show the results after one loop and the dashed lines depict the fully con-
verged polarization after 10 loops. Notice that the local maximum at finite
wave vector from the first loop is no longer present at higher loop numbers.
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5. Concavo-Convex Geometries

Since the numerical investigations presented in Chapter 4 turned out different than
expected, we decided to numerically analyze a slightly altered model. This will be
done in the subsequent Chapter 6. To be more specific, the plan is to trade the tight
binding dispersion relation for a Fermi sheet-like one. However, as already mentioned in
Section 2.2, this new dispersion relation gives rise to a qualitative different Fermi patch
geometry which is depicted in Fig. 2.4. Therefore we need to review and possibly modify
the analytical calculations from Chapter 3 which is the purpose of this chapter.

5.1. Scattering Rate

Fortunately, the classical scattering rate can be estimated in the same way as for the
biconvex geometry and will therefore only be stated here:

γ
(cl)
+ = λ2

4vF,−
√
A+

T√
m(T )

(5.1)

Note that in this new geometry a lot of constants and quantities are now hot spot
dependent which is indicated by the corresponding +/− subscripts. Again the expression
for the classical scattering rate depends on the mass which we are going to investigate
in the next section.

5.2. Renormalized Mass

The explicit form of the mass is already altered in the new geometry, since now Eq. (3.15)
does not hold anymore and we have to start from Eq. (3.14) containing two integrands.
However, being only interested in the functional dependence on the temperature makes
our life a lot easier. Let us start from the aforementioned Eq. (3.14) with zero external
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frequency and momentum

Re Π+,R(0, 0) = 2λ2
∫

q

∫ ∞
−∞

dz
π
nF(z)

(
ReG+,R(q, z) ImG−,R(q, z)

+ ReG−,R(q, z) ImG+,R(q, z)
)
. (5.2)

Again, we will use a Sommerfeld expansion which can be justified a posteriori and arrive
at

Re Π+,R(0, 0) = 2λ2
∫

q

∫ 0

−∞

dz
π

(
ReG+,R(q, z) ImG−,R(q, z)

+ ReG−,R(q, z) ImG+,R(q, z)
)
. (5.3)

One expects the dominant contribution to be given by

Re Π+,R(0, 0) = 2λ2
∫

q

∫ 0

−∞

dz
π

(
z − ξ+,q

(z − ξ+,q)2 + γ2
+
· −γ−

(z − ξ−,q)2 + γ2
−

+ z − ξ−,q
(z − ξ−,q)2 + γ2

−
· −γ+

(z − ξ+,q)2 + γ2
+

)
. (5.4)

Since we expect γ±(T ) ∼ T p (with some exponent p ∈ (0,∞)), we know that a temperature-
independent α > 0 exists (which might however depend on the Fermi velocities or the
curvatures) relating the scattering rates at the two hot spots by γ−(T ) = α · γ+(T ).
Plugging this relation into the equation above we find

Re Π+,R(0, 0) = 2λ2
∫

q

∫ 0

−∞

dz
π

(
z − ξ+,q

(z − ξ+,q)2 + γ2
+
· −αγ+

(z − ξ−,q)2 + α2γ2
+

+ z − ξ−,q
(z − ξ−,q)2 + α2γ2

+
· −γ+

(z − ξ+,q)2 + γ2
+

)
. (5.5)

Now we are ready to apply the substitutions z → zγ+, qx → qxγ+ and qy → qy
√
γ+

resulting in Re Π+,R(0, 0) ∼
√
γ+(T ) and therefore of course

m(T ) ∼
√
γ+(T ) (5.6)

As in Section 3.2 we reached the point where we should ask ourselves how the quantum
part of the scattering rate scales with temperature. Is the classical part in the concavo-
convex geometry again subleading compared to the quantum one? To put it differently,
may we again proceed by m(T ) ∼

√
γ

(qu)
+ (T ) and what is the precise value of the

corresponding critical exponent? Since it turns out that the imaginary part of the
polarization helps us to answer this question, we will first derive it and come back to the
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discussion of classical vs. quantum part of the scattering rate at the end of this chapter,
hence Section 5.4.

5.3. Imaginary Part of Polarization

Let us now turn to the imaginary part of the polarization. Again, one of our goals is
to investigate possible Fermi surface changes via the dynamical critical exponents. As
in Section 3.4, the hot spot version of Eq. (2.13) will serve as a starting point. Note
that this formula is still valid for the concavo-convex geometry, since no point group
symmetries had been exploited in the derivation, hence

Im Π+,R(k,Ω) = 2λ2
∫

q

∫ ∞
−∞

dz
π

(nF(z)− nF(z + Ω))

· ImG+,R(k + q,Ω + z) ImG−,R(q, z) . (5.7)

In complete analogy to the biconvex calculation of Section 3.4 we approximate

Im Π+,R(k,Ω) = 2λ2Ω
∫

q

γ+

(ξ+,k+q)2 + γ2
+
· δ(ξ−,q) (5.8)

where we used the aforementioned expansion of the second Fermi distribution in Ω and
approximated one Lorentzian by a delta distribution. The integration in qx-direction
gives

Im Π+,R(k,Ω) = λ2Ω
2π2vF,−γ+

∫ ∞
−∞

dqy

1(
|a|

2γ+vF,−
· q2
y − sgn(a)κ+ky

γ+
· qy + sgn(a)ξ+,k

γ+

)2
+ 1

(5.9)

where we already organized the denominator in powers of qy and introduced the ab-
breviation a := vF,+κ− − vF,−κ+. For the case of aligning Fermi surfaces (a = 0) we
proceed with the substitution x := κ+|ky |

γ+
· qy − ξ+,ksgn(ky)

γ+
(in the case ky 6= 0) and apply

for example the residue theorem to solve the remaining integral
∫

dx (x2 +1)−1 = π. We
therefore have already found the expression for the polarization’s imaginary part in the
case a = 0 which reads

Im Π+,R(k,Ω, a = 0) = λ2

2πvF,−κ+
· Ω
|ky|

(5.10)

Interestingly we arrive at a temperature-independent result in this special case a = 0.
We will come back to this Landau damping term (in ky-direction) in the following Section
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5.4.

Let us now turn to the case of non-aligning Fermi surfaces (a 6= 0). Also here the integral
(5.9) may be solved by applying the residue theorem. Since the computation itself is not
really enlightening and slightly longer, it is only provided in Appendix A.5. However
more exciting is the result which reads

Im Π+,R(k,Ω, a 6= 0) = λ2Ω
2π
√
vF,−|a|

·

√√
η2

k + γ2
+ − ηk√

η2
k + γ2

+
(5.11)

where we defined ηk := sgn(a)
(
ξ+,k −

κ2
+vF,−

2a k2
y

)
which might be viewed as the equiva-

lent to ek used in the biconvex geometry. One may ask how the results of the two cases
a = 0 and a 6= 0 are related. An explicit calculation shows

lim
a→0

Im Π+,R(k,Ω, a 6= 0) = 2 · Im Π+,R(k,Ω, a = 0) . (5.12)

This discontinuity at a = 0 makes sense, since for a 6= 0 the integrand displayed four
poles while for a = 0 only two were present. We therefore could have already guessed to
be off by a factor of 2 when taking the limit a→ 0.

Let us now turn to the limits we previously looked at in the biconvex geometry. First,
consider the zero temperature limit (γ+ → 0)

Im Π+,R(k,Ω, a 6= 0, T = 0) = λ2

π
√

2vF,−|a|
· Ω · θ(−ηk)√

|ηk|
(5.13)

which leads to exactly the same dynamical critical exponents as for the biconvex geom-
etry, namely z⊥ = 5/2 and z‖ = 3. Therefore, we expect also here the renormalized
Fermi surface close to the hot spots to be of the form kx ∼ |ky|12/5 meaning we again
find dynamical nesting.

Lastly, consider the case of vanishing external momenta

Im Π+,R(0,Ω, a 6= 0) = λ2

2π
√
vF,−|a|

· Ω√
γ+

. (5.14)

Again we ob observe that the term ∼ Ω√
|ηk|

in Eq. (5.13) transforms into a quite similar

looking term ∼ Ω√
γ+

when turning from the zero temperature limit to the regime of finite
temperature but zero external momenta.

34



5.4. Scattering Rate Revisited

In contrast to the biconvex Fermi patch geometry we are not aware of any RPA treat-
ments for this modified concavo-convex geometry. As already mentioned in Section 5.2 it
would however be quite useful to be in possession of such RPA treatments, since one may
estimate the temperature dependence of the scattering rate’s quantum part by using the
zero temperature RPA result in combination with ω/T -scaling. We will therefore try to
compute the fermionic self-energy in a RPA fashion in this section.

Let us start by calculating the bare fermionic bubble for the special case ξ+,q = −ξ−,q.
For simplicity we set the Fermi velocities vF,+ = vF,− = 1 and curvatures κ+ = κ− = 2,
hence we work with

ξ+,q = qx − q2
y , (5.15)

ξ−,q = −qx + q2
y . (5.16)

At T = 0 the RPA polarization is given by

Π(RPA)
+ (k) = −2λ2

∫ d3q

(2π)3G−,0(q)G+,0(k + q) (5.17)

= −2λ2
∫ d3q

(2π)3
1

iq0 − ξ−,q
1

i(k0 + q0)− ξ+,k+q
. (5.18)

The substitutions q0 → q0 − k0/2 and qx → −qx + q2
y give rise to

Π(RPA)
+ (k) = 2λ2

∫ d3q

(2π)3
1

qx − i(q0 − k0
2 )

1
qx + i(q0 + k0

2 ) + ξ−,k + 2kyqy
. (5.19)

Applying the residue theorem with respect to the qx-integral yields

Π(RPA)
+ (k) = iλ2

2π2

∫ ∞
|k0|

2

dq0 −
∫ − |k0|

2

−∞
dq0

∫ ∞
−∞

dqy
1

2kyqy + ξ−,k + 2iq0
. (5.20)

Note that for ky = 0 the qy-integral diverges, hence consider only the case ky 6= 0. Let
us proceed with the substitution qy → qy − ξ−,k resulting in

Π(RPA)
+ (k) = iλ2

2π2

∫ ∞
|k0|

2

dq0 −
∫ − |k0|

2

−∞
dq0

 1
2ky

∫ ∞
−∞

dqy
1

qy + i q0
ky

(5.21)

= λ2

4π|ky|

∫ ∞
|k0|

2

dq0 +
∫ − |k0|

2

−∞
dq0

 (5.22)

where the qy-integral could be either solved directly by using the antiderivative, hence
the complex logarithm, or by splitting the integrand first into real and imaginary part,
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observing that the principle value of the real part vanishes and applying the residue
theorem for the imaginary part. Since the discovered expression diverges, we proceed
with the renormalized polarization

δΠ(RPA)
+ (k) :=Π(RPA)

+ (k)−Π(RPA)
+ (0) (5.23)

=λ2

4π

(
lim
x→∞

x−
∣∣∣∣∣k0
ky

∣∣∣∣∣
)
− λ2

4π lim
x→∞

x (5.24)

and therefore arrive for vF,+ = vF,− = 1 and κ+ = κ− = 2 at the final expression for the
RPA polarization

δΠ(RPA)
+ (k) = −λ

2

4π

∣∣∣∣∣k0
ky

∣∣∣∣∣ (5.25)

which turns out to be a Landau damping term in ky-direction. Let us compare this
result to Eliashberg theory by performing the analytic continuation k0 → iΩ + 0+ to
real frequencies which gives

δΠ(RPA)
+,R (k,Ω) = iλ2

4π
Ω
|ky|

. (5.26)

Interestingly this is exactly the result we got from the finite temperature Eliashberg
calculation for vF,+ = vF,− = 1 and κ+ = κ− = 2 in the previous section (Eq. (5.10)).

The derived RPA result (5.25) reminds us also of the RPA polarization ∼
∣∣∣ k0
ky

∣∣∣ for Ising-
nematic ordering in the corresponding hot spot treatment [2]. This resemblance is also
the reason the following calculation of the fermionic self-energy will be extremely similar
to the corresponding calculation for Ising-nematic ordering. We will therefore follow
along the lines of Sachdev [2]. Let us start with

Σ(RPA)
+ (k) = λ2

∫ d3q

(2π)3G−,0(k − q)D(RPA)
+ (q) (5.27)

= λ2
∫ d3q

(2π)3
1

i(k0 − q0)− ξ−,k−q

1
q2
y − δΠ(RPA)

+ (q)
. (5.28)

Note that the we dropped the irrelevant terms q2
0 and q2

x in the boson propagator. Being
only interested in the frequency-dependence right at the hot spot, we proceed with

Σ(RPA)
+ (k = 0, k0) = −λ2

∫ d3q

(2π)3
1

qx − i(k0 − q0)− q2
y

1
q2
y + λ2

4π

∣∣∣ q0
qy

∣∣∣ . (5.29)
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Carefully evaluating the qx-integral and afterwards computing the q0-integral yields

Σ(RPA)
+ (0, k0) = − iλ

2sgn(k0)
4π2

∫ −∞
∞

dqy
∫ |k0|

0
dq0

|qy|
|qy|3 + λ2

4π q0
(5.30)

= −2isgn(k0)
π

∫ ∞
0

dqy qy ln

q3
y + λ2

4π |k0|
q3
y

 . (5.31)

The final substitution qy → qy
3
√

λ2

4π |k0| already provides the desired scaling of sgn(k0)|k0|2/3
and with all prefactors we end up with

Σ(RPA)
+ (0, k0) = − 2iλ4/3

√
3(4π)2/3 · sgn(k0) · |k0|2/3 (5.32)

Exploiting ω/T -scaling, we may again estimate the temperature-dependence of the scat-
tering rate’s quantum part as

γ
(qu)
+ (T ) ∼ T 2/3 (5.33)

Since we found exactly the same temperature-dependence as in Section 3.2, we can apply
the same line of reasoning here. Hence, we also expect the classical scattering rate to
be subleading compared to the quantum part. Due to Eq. (5.6) we again expect the
mass to scale as m(T ) ∼ T 1/3. Note that, since 2

3 ∈ (0, 1], the Sommerfeld expansion
can again be a posteriori justified (see Eq. (3.38)). Furthermore, Eq. (5.1) unveils again
the (subleading) classical scattering rate’s temperature dependence γ(cl)

+ (T ) ∼ T 5/6.

Note that the above presented results were only derived for a Fermi patch geometry
with Fermi velocities vF,+ = vF,− = 1 and curvatures κ+ = κ− = 2. Unfortunately, we
had no time left to generalize these RPA calculations to Fermi surface geometries with
arbitrary Fermi velocities and curvatures.

However, the subsequent scaling argument following [2] provides hope that γ(qu)
+ (T ) ∼

T 2/3 may also hold in the general case. Let us start by considering the free fermionic
part of the hot spot action (2.6). This term suggests the following rescalings after having
performed a “decimation” step in a momentum shell RG program like k′x = b2kx and
k′y = bky. How do we rescale the frequency now? The zero temperature limit of the
polarization’s imaginary part in Eliashberg theory (Eq. (5.13)) yields

|k′0| · θ(−ηk′)√
|ηk′ |

= bz−1 · |k0| · θ(−ηk)√
|ηk|

(5.34)

where we rescaled the frequency as k′0 = bzk0. Matching scaling dimensions with the
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k2
y-term appearing in the Ornstein-Zernike form (2.5) gives z = 3. Moreover, we have

to rescale the (momentum-dependent) fields like ψ′ = b−4ψ and φ′ = b−4φ which give
rise to a marginal coupling constant λ′ = λ. Let us assume Im Σ+(0, k0) ∼ kp0 with a so
far undetermined exponent p ∈ R. Now we match scaling dimensions with the purely
fermionic part of the action and find p = 2/3, due to the marginal coupling. Hence, we
ultimately obtain

Im Σ+(0, k0) ∼ k2/3
0 (5.35)

also in the general case of arbitrary Fermi velocities vF,+, vF,− > 0 and curvatures
κ+, κ− > 0. This result again indicates clear non-Fermi liquid behavior.
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6. Fermi Sheet Model

After having revisited the analytical calculations in the last chapter, let us now turn
to the corresponding numerical investigations. As in Chapter 4 we will study the full
theory (2.1) but now use a Fermi sheet-like dispersion relation which is nothing else than
the standard tight binding dispersion relation with direction-dependent nearest neighbor
hopping amplitudes tx and ty. We will therefore be using

ξk = −tx cos(kx)− ty cos(ky)− µ (6.1)

throughout this chapter.

6.1. Numerical Setup

Due to the great similarity of code used here and the one used for the calculation
presented in Chapter 4, we will only state the differences here. First, note that the Fermi
sheet dispersion relation only hasD2 instead ofD4 symmetry anymore, we therefore need
to solve the Eliashberg equation on a quadrant instead of an octand now. Secondly,
setting tx = 1 we are still left to choose λ, β, m, ty and µ. We set the coupling constant
λ/tx = 1.0, choose an inverse temperature βtx = 50 and fix the renormalized mass
m/tx = 0.01. Furthermore, we set ty/tx = 0.3 such that the ratio is on the one hand not
too close to zero (since this would basically reduce the problem to one dimension), but
on the other hand is also not too close to one, hence we still deal with a significantly
direction-dependent hopping. How do we now choose the chemical potential? This can
again be done with the help of the aforementioned 2kF lines which are depicted in Fig.
6.1. We decided to set µ/tx = −0.55, since then the 2kF lines are still reasonable distant
along the kx-axis. Moreover, we pin the Fermi surface to the point kpin = (1.318, 0.0)
in the following. With these parameters we obtain 2kF lines intersecting in the points
Q1 := (2 cos−1(−µ/tx), π) = (1.98, π) and −Q1. As for example pointed out by Holder
and Metzner [40] these intersections are of particular interest, since they tend to give
rise to the maxima of the static polarization and therefore also the static (dressed)
susceptibility. We therefore expect two ordering wave vectors roughly around (±1.98, π)
being present in the following numerical investigation.
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Which points on the Fermi surface are now connected by these expected ordering wave
vectors? Let us for simplicity focus on the nesting vector with positive kx-component,
hence Q1. Due to inversion symmetry it connects the two points ±Q1/2 = ±(0.99, π/2)
on the Fermi surface, hence we expect relatively large scattering rates in the vicinity of
these points. However, notice that these might not be the only points in the Brillouin
zone with increased scattering rates, since the nesting vector Q1 is also really close
to connecting the points (− cos−1(−µ/tx − ty/tx), 0) = (−1.32, 0) and (cos−1(−µ/tx +
ty/tx), 0) = (0.55, π), since Q2 := (0.55, π)− (−1.32, 0) = (1.87, π) is close to (1.98, π) =
Q1. These findings are also visualized in Fig. 6.1. However, note that of course Q2 is
a nesting vector itself, since it connects two points on the Fermi surface with parallel
tangents as well, but cannot be determined by the simple 2kF condition ξ(k+G)/2 = 0.
It is therefore quite likely that we will observe multiple pairs of hot spots – or even
high scattering rates on top of the whole Fermi surface – in the following numerical
investigation.

6.2. First Results

Having chosen promising parameters in the previous section, let us now turn to the
numerical solution of the Eliashberg equations (2.12) and (2.13) using the scheme de-
scribed in Section 2.5. As for the tight binding numerics, we want to start off by looking
at the static polarization Re ΠR(k, 0) which is depicted in Fig. 6.2. This figure shows
the results after one loop (Figs. 6.2a and 6.2b) as well as the fully converged quantities
after the tenth loop (Figs. 6.2c and 6.2d). We observe that in contrast to our previous
numerical investigations from Section 4, the solution does not change qualitatively with
increasing loop order. In particular, the two tall peaks at finite wave vectors at the
Brillouin zone’s edge turn out to be stable although their height drops from 1.784 after
the first loop to 1.286 at convergence. At tenth loop order we find the corresponding
ordering wave vectors Q = ±(2.009, 3.142). Note that this vector is really close to the
nesting vectors Q1 and Q2 from the previous section.

Let us now take a brief look at the scattering rate at Fermi energy, hence − Im ΣR(k, 0).
The density and surface plots are depicted in Fig. 6.3a and 6.3b for the first loop and in
the Figs. 6.3c and 6.3d corresponding to the fully converged solution after the tenth loop.
Similar to the static polarization, the solution obtained in the first loop order remains
qualitatively valid at higher loop orders. Furthermore, we observe four sheet-like regions
with high scattering rates. Although one might already guess that two “inner” ridges
stem from the underlying Fermi surface, it is at this point completely unclear how the
two “outer” ones arise. We therefore want to stop guessing but analyze the situation
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Figure 6.1.: The blue lines depict the Fermi surface arising from the Fermi sheet-like
dispersion relation (6.1) for ty/tx = 0.3 and µ/tx = −0.55. Moreover, the
resulting 2kF lines are shown green. The solid black arrow depicts one of the
two nesting vectors arising from the 2kF line intersections at (±1.98, π). By
construction this vector Q1 connects the two points ±Q1/2 = ±(0.99, π/2)
on the Fermi surface. However, note that this vector is also really close to
connecting the points (−1.32, 0) and (0.55, π). To illustrate this we sim-
ply moved the nesting vector Q1 to the starting point (−1.32, 0). This
shifted vector is depicted by the dashed black arrow and ends in the point
(−1.32, 0) + (1.98, π) = (0.66, π) which is of course close to (0.55, π). By the
red arrow we depict the nesting vector Q2 = (1.87, π) which could not be
determined by the simple 2kF condition ξ(k+G)/2 = 0 but has of course also
be considered.

more quantitatively by first visualizing the interacting Fermi surface. This is among
other things shown in Fig. 6.4.
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Figure 6.2.: Density and surface plots of the static polarization Re ΠR(k, 0). While the
upper panels (a) and (b) depict the results after one loop, the lower panels (c)
and (d) show the fully converged solution after the tenth loop. We observe
a stable solution qualitatively already present at first loop order and even
more importantly two clear peaks at finite wave vectors Q = ±(2.009, 3.142).
Parameters: βtx = 50, m/tx = 0.01, λ/tx = 1.0, ty/tx = 0.3, µ/tx = −0.55.
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Figure 6.3.: Density and surface plots of the scattering rate at Fermi energy, hence
− Im ΣR(k, 0). While the upper panels (a) and (b) depict the results after
one loop, the lower panels (c) and (d) show the fully converged solution after
the tenth loop. We observe four sheet-like regions with high scattering rates.
It turns out that the inner two ridges stem from the (interacting) Fermi sur-
face while the outer two are caused by some kind of symmetry the Eliashberg
equation for the fermionic self-energy shows in the presence of finite order-
ing wave vectors. Same parameters as above: βtx = 50, m/tx = 0.01,
λ/tx = 1.0, ty/tx = 0.3, µ/tx = −0.55.
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Let us turn to the concepts used in Fig. 6.4. The first one is the interacting Fermi
surface which is defined by all wave vectors k fulfilling the condition

ξ
(int)
k := ξk + Re ΣR(k, 0) = 0 (6.2)

which generalizes the non-interacting condition ξk = 0 by taking corrections from the
real part of the fermionic self-energy Re ΣR to the dispersion relation into account. The
contour lines arising from this condition are depicted by dashed black lines in Fig. 6.4.
We observe that they nicely match two of the already encountered scattering rate ridges
and therefore it seems natural to regard the (interacting) Fermi surface as the reason for
their presence [20].
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Figure 6.4.: Density plot of the fully converged static polarization Re ΠR(k, 0) at tenth
self-consistency loop order. Furthermore, we show the interacting Fermi sur-
face (defined by the condition (6.2)) by the two dashed black lines. Moreover,
we also depict the two 3kF lines defined by the condition (6.10) as dashed
red lines. Same parameters as above: βtx = 50, m/tx = 0.01, λ/tx = 1.0,
ty/tx = 0.3, µ/tx = −0.55.

But what is the origin of the two other sheet-like structures of the scattering rate we
observe in the Figs. 6.3 and 6.4? At first appearance one might think that these ridges
are caused by large coupling constants which can result in strong Fermi surface changes.
This would be due to strong corrections of the non-interacting dispersion relation ξk

by large values Re ΣR(k, 0). Since we just checked that this possibility in Fig. 6.4,
this is of course not an option anymore. Instead, it turns out that the two unexplained
scattering rate ridges stem from some kind of symmetry that the Eliashberg equation for
the fermionic self-energy (2.10) contains in the presence of finite ordering wave vectors
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Q = 2kF. Let us therefore first recapitulate the equation

Σ(k) = λ2

βV

∑
q

G(k − q)D(q) . (6.3)

Similar to Section 3.1, we set the external momentum onto the Fermi surface, the external
frequency to zero and take only classical fluctuations into account, yielding

Σ(cl)(kF, 0) = λ2

βV

∑
q

G(kF − q, 0)D(q, 0) (6.4)

= λ2

βV

∑
q≈Q

G(kF − q, 0)D(q, 0) (6.5)

where in the second step we exploited that the main contribution should come from
momenta q in the vicinity of ±Q = 2kF. In a similar fashion we argue for an external
momentum of kF + Q:

Σ(cl)(kF + Q, 0) = λ2

βV

∑
q

G(kF + Q− q, 0)D(q, 0) (6.6)

= λ2

βV

∑
q≈Q

G(kF + Q− q, 0)D(q, 0) (6.7)

≈ λ2

βV

∑
q≈Q

G(kF − q, 0)D(q, 0) (6.8)

= Σ(cl)(kF, 0) . (6.9)

Since kF + Q ≈ 3kF, we will refer to these lines as 3kF lines. Can we also interprete
these 3kF lines from a more physical point of view? As depicted in Fig. 6.5 it turns out
that we can, since we may view 3kF lines as a product of a decay “channel” present for
finite ordering wave vectors Q = 2kF.

kF + Q

Q

kF

Figure 6.5.: Decay of fermion (straight line) carrying momentum kF + Q, hence located
on a 3kF line, into a fermion living on the Fermi surface and a boson (wiggly
line) carrying the nesting vector Q = 2kF. Note that this process is quite
likely to take place, since the susceptibility is peaked at ±Q.

Let us not forget that we still have to validate these 3kF lines on the numerical side. In
Fig. 6.4 we therefore simply shifted the (interacting) Fermi surface by the numerically
determined ordering wave vectors. This amounts to solving the (interacting) 3kF line
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condition

ξ
(int)
(k+G)/3 = 0 (6.10)

for any reciprocal lattice vector G. Since we observe an almost perfect agreement of the
3kF lines with the (numerically encountered) additional ridges of the scattering rate, we
consider this case to be solved.

6.3. Dynamical Properties

−4 −2 0 2 4
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0.3

0.4
−ImΣR(kF, ω)

Figure 6.6.: We show the fully converged imaginary part of the fermionic self-energy
− Im ΣR(kF, ω) as a function of the frequency ω and set the momentum to
kF = (1.318, 0.0), hence on the Fermi surface. Note that for both curves we
used the parameters λ/tx = 1.0, ty/tx = 0.3 and µ/tx = −0.55. Moreover,
the blue line arises for an inverse temperature βtx = 50 and a fixed mass
m/tx = 0.01. However, the green line stems from a numerical calculation
at inverse temperature βtx = 5 and a self-consistently determined gap. We
will use this data set in advance and come back to its origin in the following
section.

Having only considered static quantities so far, let us also take a look at the frequency-
dependence of both the fermionic and bosonic self-energies. Let us begin with the former.
Fig. 6.6 shows the imaginary part of the self-energy − Im ΣR(kF, ω) as function of the
frequency ω and for a fixed wave vector kF = (1.318, 0.0) lying on the Fermi surface. For
both temperatures βtx = 50 and βtx = 5 we observe that the zero temperature power-
law behavior at small frequencies ω is no longer present due to the finite scattering rate
at T > 0. Moreover, one might also guess the ω2/3 scaling at intermediate frequencies.
However, notice that the two intersections with the y-axis provide a more rigorous way
to check the expected T 2/3-scaling discussed in Section 5.4. Therefore, we compute the
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ratio of y-axis intersections γ(β = 5)/γ(β = 50) = 3.81 and compare it to the term
(50/5)2/3 = 4.64, meaning we find at least qualitative agreement.

Let us also have a quick look at the imaginary part of the boson’s self-energy which is
depicted in Fig. 6.7. As above, we keep the momentum fixed and set it in this case to the
numerically determined ordering wave vector Q = (2.009, 3.141). As already expected
by Eq. (5.14) we observe a linear regime for small frequencies ω.

0.00 0.05 0.10 0.15 0.20
ω0.0

0.1

0.2

0.3

ImΠR(Q, ω)

Figure 6.7.: We show the fully converged imaginary part of the polarization Im ΠR(Q, ω)
as a function of the frequency ω and set the momentum to the numeri-
cally determined ordering wave vector Q = (2.009, 3.141). As expected,
we observe a linear regime for small frequencies ω. Parameters: βtx = 50,
m/tx = 0.01, λ/tx = 1.0, ty/tx = 0.3, µ/tx = −0.55.

6.4. Renormalized Mass

Remember that we put a lot of effort into analytically calculating the critical expo-
nent p relating the temperature T to the renormalized mass m(T ) ∼ T p in the Sec-
tions 3 and 5. One main reason for these investigations was that this critical expo-
nent provides an elegant way of comparing the analytical to the numerical results.
We therefore computed the boson gap self-consistently for the inverse temperatures
β ∈ {5, 7.5, 10, 12.5, 15, 20, 25}. Unfortunately, this slight computational difference gives
rise to a slower convergence which required to increase the number of self-consistency
loops from 10 to 20 or even 30. Note that all other parameters were kept fixed, hence
λ/tx = 1.0, ty/tx = 0.3 and µ/tx = −0.55. Note that the renormalized mass can be
extracted from the numerical data by

m(T ) = mfix + ΠR(qmax,Ω = 0, T = Tfix)−ΠR(q′max,Ω = 0, T ≥ Tfix) (6.11)
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where mfix = 0.01 is the fixed gap at temperature Tfix = 1/50 already used in the last
sections. Moreover, qmax and q′max denote the wave vector maximizing the real part of
the polarization at temperatures Tfix and T ≥ Tfix, respectively. The numerical values
obtained in this way (at full convergence and with the parameters above) are shown in
Fig. 6.8. To extract the desired critical exponent, we fit the following theory function
[16] to the numerical data points

m(T ) = a(T p − T pfix) +mfix . (6.12)

with a, p ∈ R being the fit parameters. Note that this function is nothing else than
the above mention relation m(T ) ∼ T p extended by an additive constant (since in the
numerics we are not exactly “above” the quantum critical point) and pinned to the point
(Tfix,mfix). Fitting yields the parameter a = 1.544 and more importantly the critical
exponent

p = 0.325 (6.13)

which is even in quantitative agreement with the analytical determined exponent of 1/3
from Section 5.4, hence supporting our Eliashberg calculations, the RPA investigations
and even our scaling argument.

0.00 0.05 0.10 0.15 0.20 0.25
T

0.0
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Figure 6.8.: Renormalized mass m in dependence of the temperature T . The blue dots
are the results of our numerical investigations at temperatures T > Tfix.
Note the gray dot at the point (Tfix,mfix) = (0.02, 0.01) is shown as re-
minder that the theory curve (6.12) always runs through this point. A fit
of the latter to the numerical data reveals the critical exponent p = 0.325.
Parameters: λ/tx = 1.0, ty/tx = 0.3, µ/tx = −0.55.

Since we have already determined the numerical solution of the Eliashberg equations at
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different temperatures, let us finish our second numerical investigation by a quick look
at the spectral function at different temperatures. But first, recapitulate the spectral
function [36]

A(k, ω) :=− 2 ImGR(k, ω) (6.14)

= −2 Im ΣR(k, ω)
(ω − ξk − Re ΣR(k, ω))2 + (Im ΣR(k, ω))2 (6.15)

which is depicted at the Fermi energy ω = 0 for the inverse temperatures βtx = 5
and βtx = 25 in Fig. 6.9. We observe that the spectral function at the higher inverse
temperature βtx = 25 still stays relatively sharp, although we notice a slight height
variation in ky-direction. At the lower inverse temperature βtx = 5 we find a significantly
smeared out spectral function. This is expected and therefore serves as a last consistency
check.

49



−π −π
2 0 π

2 π

kx

−π

−π
2

0

π
2

π

k
y

20

40

60

80

(a) βtx = 25

−π −π
2 0 π

2 π

kx

−π

−π
2

0

π
2

π

k
y

2

4

6

8

10

12

14

(b) βtx = 5

Figure 6.9.: Comparison of the spectral function A(k, ω = 0) at the Fermi energy for
the inverse temperatures βtx = 25 (a) and βtx = 5 (b). While in (a) the
spectral function is still relatively sharp, it strongly smears out at higher
temperatures (b). Parameters: λ/t = 0.7, t′/t = −0.398, µ/t = −2.175.
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7. Summary & Outlook

In this Master’s thesis we studied 2 + 1 dimensional metals in the vicinity of quan-
tum critical points by an Eliashberg approach. These finite temperature calculations for
fermions coupled to a real order parameter via a Yukawa-type interaction were performed
analytically as well as numerically. Using such a framework we investigated two different
models which differed only in the choice of the dispersion relation. Picking either a tight
binding or a Fermi sheet-like dispersion relation, we were able to derive expressions for
the fermionic as well as the bosonic self-energies evaluated sufficiently close to the hot
spots which for example revealed dynamical Fermi surface nesting. Numerically it turns
out that the tight binding model has a strong tendency to develop an ordering wave
vector Q = 0, making it impossible to study properties of systems displaying charge
density wave order. However, the Fermi sheet model clearly displays an ordering wave
vector Q 6= 0 and provides unexpected effects like additional regions in momentum space
with strongly increased scattering rates. These ridge-like shapes could be identified as
3kF lines and also analytically justified. Furthermore, the analytical and the numerical
part were once more compared by computing the critical exponent p, relating the tem-
perature to the mass, for both methods. With pana = 1/3 and pnum = 0.325 we find
even quantitatively aligning critical exponents.

Further investigations are conceivable in multiple directions. One could for example
try to find a limit in which Eliashberg theory for the model considered in this thesis
becomes exact. This obviously is a hard if not impossible task, but it are treatments like
the ones recently performed by Berg and Chowdhury that restore some hope [41] and
maybe similar techniques can be applied in our case as well. Also numerically it would
be interesting to take a closer look at vertex corrections. Similar to [19] an estimate
might already be provided by comparing the (projected) leading order vertex correction
to the bare coupling constant, hence calculating the ratio

1
λ

∑
q,k

Γ(1)(q, k) .

Deeper insight into the validity and of course also the physics, might be gained by ap-
proaching the problem with other numerical methods like e.g. functional renormalization
group techniques.
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Also from a less formal but more phenomenological point of view there are various
interesting follow-up questions left to analyze. One could for example study the tight
binding model in more depth with the hope to gain deeper insight into why in all
numerical calculations the ordering wave vector shifted to Q = 0 even though the Fermi
surface was initially set up with exactly zero curvature at the hot spots, hence seemingly
ideal conditions. One could for example increase the chemical potential up to a point
where the 2kF lines already exceed the first Brillouin but the Fermi surface does not.
Similar to the Fermi-sheet studies, this choice might give rise to finite ordering wave
vectors resulting from 2kF line intersections. Additionally, one could ask for the Fermi-
sheet model if the encountered 3kF lines can lead to interesting physical effects or even
try to observe them experimentally.
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A. Additional Derivations

A.1. Retarded Eliashberg Equations

The goal of this section is to show how the Eliashberg equations in the retarded form Eq.
(2.12) and (2.13) arise from the imaginary time version Eq. (2.10) and (2.11). Similar
derivations can for example be found in [35, 42]. Let us start with the equation for the
fermion self-energy by rewriting the Matsubara sum as a contour integral.

Figure A.1.: The blue lines depict the chosen contour γ := ∪3
i=1γi to compute the sum

over bosonic Matsubara frequencies which are depicted as red dots. Note
that the contour avoids the branch cuts at Im z = 0 and Im z = iωn.

The chosen contour γ is shown in Fig. A.1 and leads to

Σ(k, iωn) = λ2

V

∑
q

∫
γ

dz
2πinB(z)G(k − q, iωn − z)D(q, z)

+ λ2

βV

∑
q

G(k − q, iωn)D(q, 0) . (A.1)

Since the frequency Ω0 = 0 lies directly on the branch cut at Im z = 0, it needed to
be singled out before transforming the sum into an integral. This gives us precisely the
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second term. In the limit R→∞ only the four vertical paths contribute and we end up
with

Σ(k, iωn) = λ2

V

∑
q

∫ ∞
−∞

dz
2πi

(
nB(z)G(k − q, iωn − z){DR(q, z)−DA(q, z)}

+nF(z){GR(k − q,−z)−GA(k − q,−z)}D(q, z + iωn)
)

(A.2)

where the Ω0-term has been canceled by the two vertical paths next to the branch cut at
Im z = 0 and advanced as well as retarded propagators have been introduced labeled by
the corresponding subscripts. We now perform the analytical continuation iωn → ω+i0+

and exploit that DR(q, z)−DA(q, z) = 2i ImDR(q, z) as well as GR(k−q,−z)−GA(k−
q,−z) = 2i ImGR(k− q,−z). Taking the imaginary part and shifting z → z + ω in the
second integral we finally arrive at

Im ΣR(k, ω) = λ2
∫

q

∫ ∞
−∞

dz
π

(nB(z) + nF(z − ω))

· ImGR(k − q, ω − z) ImDR(q, z) (A.3)

where
∫

q :=
∫ d2q

4π2 . This is precisely the Eliashberg equation (2.12) for the fermion
self-energy in the retarded version what we have been looking for.

Figure A.2.: The blue lines depict the chosen contour γ := ∪3
i=1γi to compute the sum

over fermionic Matsubara frequencies which are depicted as red dots. Note
that the contour avoids the branch cuts at Im z = 0 and Im z = −iΩn.

The equation for the retarded polarization is even easier to derive, since none of the
frequencies lie on any of the branch cuts which is depicted in Fig. A.2. We therefore
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can directly turn the Matsubara sum into the contour integral

Π(k, iΩn) = 2λ2

V

∑
q

∫
γ

dz
2πinF(z)G(k + q, iΩn + z)G(q, z) . (A.4)

Note that the−1 from the fermionic loop cancels with an additional factor of−1 resulting
from the residues of nF. Now again take the limit R → ∞, perform the analytical
continuation iΩn → Ω + i0+ and take the imaginary part resulting in the expression

Im ΠR(k,Ω) = 2λ2
∫

q

∫ ∞
−∞

dz
π

(nF(z)− nF(z + Ω))

· ImGR(k + q,Ω + z) ImGR(q, z) (A.5)

which is exactly the Eliashberg equation (2.13) for the polarization in the retarded
version.

A.2. Mass Term in RPA

Consider the (divergent) integral

I(β) :=
∫

d2k
1
kx
· 1

exp
(
β(kx + k2

y)
)

+ 1
(A.6)

=
∫ ∞
−∞

dkx
kx

∫ ∞
0

dky
2

exp
(
β(kx + k2

y)
)

+ 1
(A.7)

=
∫ ∞
−∞

dkx√
βkx

∫ ∞
0

dξ ξ−1/2

exp(βkx + ξ) + 1 (A.8)

where we used the substitution ξ := βk2
y in the last step. We just encountered the so

called Fermi-Dirac integral F−1/2 and can therefore continue

I(β) =
∫ ∞
−∞

dkx√
βkx

F−1/2(−βkx) · Γ(−1
2 + 1) (A.9)

=
∫ ∞
−∞

dkx
−√π · Li1/2(− exp(−βkx))√

βkx
(A.10)

where Li1/2 is the polylogarithm of order 1/2. Let us keep this expression in mind and
turn our attention for a minute to the β →∞ limit. Using the theta function θ, eq. A.6
can be written as

I(β →∞) =
∫

d2k
1
kx
· θ(−kx − k2

y) (A.11)

=
∫ 0

−∞
dkx

∫ ∞
−∞

dky
θ(−kx − k2

y)
kx

(A.12)
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Since the ky-integral is nothing else than the width of the parabola (defined through
kx = −k2

y) at height kx, we conclude

I(β →∞) =
∫ 0

−∞
dkx

2
√
−kx
kx

(A.13)

= −
∫ ∞

0
dkx

2√
kx

. (A.14)

To obtain a finite result we consider the renormalized polarization and therefore compute

I(β)− I(β →∞) =
∫ ∞
−∞

dkx
−√π · Li1/2(− exp(−βkx))√

βkx
+
∫ ∞

0
dkx

2√
kx

(A.15)

= 1√
β

∫ ∞
0

dx
−√π · Li1/2(−e−x) +

√
π · Li1/2(−ex) + 2

√
x

x
(A.16)

= c√
β

(A.17)

with the numerical constant c ≈ 3.37. We conclude that the mass therefore reads

m(RPA)(β) = λ2
√

2κπ2vF
(I(β)− I(β →∞)) (A.18)

= λ2
√

2κπ2vF
· c√

β
. (A.19)

A.3. Mass Term in Eliashberg Theory

Let us start from the (divergent) expression

Re Π+,R(0, 0) = 4λ2
∫

q

∫ 0

−∞

dz
π

z − ξ+,q
(z − ξ+,q)2 + γ2

+
· −γ+

(z − ξ+,−q)2 + γ2
+
. (A.20)

Performing the substitutions ω := z − ξ+,q, kx := vFqx and ky :=
√
κ/2qy result in

Re Π+,R(0, 0) = −
√

2λ2

vFπ3√κ

∫
d2k

∫ −kx−k2
y

−∞
dω ω

ω2 + γ2
+
· γ+

(ω + 2kx)2 + γ2
+
. (A.21)

Solving the frequency integral gives

Re Π+,R(0, 0) = −
√

2λ2

vFπ3√κ

∫
d2k

1
8kx(γ2

+ + k2
x)

[
2γ2

+ arctan
(
ω

γ+

)

− (2γ2
+ + 4k2

x) arctan
(
ω + 2kx
γ+

)

+γ+kx
(

ln
(
γ2

+ + ω2
)
− ln

(
γ2

+ + (ω + 2kx)2
))]−kx−k2

y

−∞

. (A.22)
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Careful evaluation leads to the much simpler expression

Re Π+,R(0, 0) = λ2

vFπ3
√

2κ

∫
d2k

arctan
(
kx+k2

y

γ+

)
kx

(A.23)

which is of course still divergent. Hence, we take the zero temperature limit

Re Π+,R(0, 0, T = 0) = λ2

vFπ3
√

2κ

∫
d2k

π
2 sgn(kx + k2

y)
kx

. (A.24)

The renormalized mass is now given by

m(T ) = Re Π+,R(0, 0, T = 0)− Re Π+,R(0, 0) (A.25)

= λ2

vFπ3
√

2κ
√
γ+

∫
d2q

sgn(qx + q2
y)− arctan

(
qx + q2

y

)
qx

(A.26)

where we substituted both integrals by qx := kx/γ+ and qy := ky/
√
γ+. The remaining

integral evaluates to

∫
d2q

sgn(qx + q2
y)− arctan

(
qx + q2

y

)
qx

(A.27)

=iπ
∫ ∞
−∞

dqx
√
qx − i
qx

− iπ
∫ ∞
−∞

dqx
√
qx + i

qx
+ 2π

∫ ∞
0

dqx
1√
qx

(A.28)

=
√

2 · 2π2 . (A.29)

Hence, we find the promised result

m(T ) = 2λ2
√
κπvF

√
γ+ . (A.30)

A.4. Derivatives in the Sommerfeld Expansion

Consider the following derivative (and recall the definition of f from Section 3.3):

d2n−1f(γ+kx,
√
γ+ky)(z)

dz2n−1 = γ−2
+ · d2n−1

dz2n−1

(
z/γ+ − ξ+,k

(z/γ+ − ξ+,k)2 + 1

· −1
(z/γ+ − ξ+,−k)2 + 1

)
(A.31)
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Using the function gk (defined through the bracketed expression above) we are able to
write

d2n−1f(γ+kx,
√
γ+ky)(z)

dz2n−1 = γ−2
+ · d2n−1

dz2n−1 gk

(
z

γ+

)
(A.32)

= γ−2
+ · ∂2n−1

∂
(
z
γ+

)2n−1 gk

(
z

γ+

)
· γ−2n+1

+ (A.33)

Evaluating at z = 0 finally leads to

d2n−1f(γ+kx,
√
γ+ky)(z)

dz2n−1

∣∣∣∣∣
z=0

= γ−2n−1
+ · ∂

2n−1

∂z2n−1 gk (z)
∣∣∣∣∣
z=0

(A.34)

=: γ−2n−1
+ · h(k) (A.35)

involving a momentum-dependent function h.

A.5. Imaginary Part of Polarization

Let us recall the integral to be solved for a 6= 0

J(k) :=
∫ ∞
−∞

dqy
1(

|a|
2γ+vF,−

· q2
y − sgn(a)κ+ky

γ+
· qy + sgn(a)ξ+,k

γ+

)2
+ 1

(A.36)

and perform the substitution x :=
√

|a|
2γ+vF,−

· qy which gives

J(k) =
√

2γ+vF,−
|a|

∫ ∞
−∞

dx 1
(x2 + bx+ c)2 + 1

(A.37)

with b := −sgn(a)κ+ky ·
√

2vF,−
γ+|a| and c := sgn(a)ξ+,k

γ+
. With the substitution x → x − b

2
our expression reduces to

J(k) =
√

2γ+vF,−
|a|

∫ ∞
−∞

dx 1
(x2 + d)2 + 1

(A.38)

where d := c − b2

4 . This can now be easily solved by the residue theorem eventually
resulting in

J(k) =
√

2γ+vF,−
|a| · π√

2
·

√√
d2 + 1− d√
d2 + 1

. (A.39)
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Now we plug d = sgn(a)
γ+

(
ξ+,k −

κ2
+vF,−

2a k2
y

)
=: ηk

γ+
back into our expression yielding

J(k) = πγ+ ·
√
vF,−
|a| ·

√√
η2

k + γ2
+ − ηk√

η2
k + γ2

+
(A.40)

which is exactly the expression we have been using in advance in Section 5.3.
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