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Abstract

Effective theories of the underdoped 2D Mott Insulator

by Shashank Anand

The introduction of holes in a Mott insulator has shown to induce novel quantum
states of matter in a 2D cuprate lattice which manifest at specific hole densities and
temperatures. While it is clear that at large-hole densities, the system behaves as a
Fermi liquid phase, the low hole-density regime characterized by a strong compe-
tition between the kinetic and interacting energies of the electrons is still not well
understood.

It is seen that the Z2 fractional Fermi liquid permeated by spinon-hole bound-
state excitations has shown considerable success in explaining the features of the
pseudogap metal - a phase of matter that is prominent at low doping densities. In the
first part of the thesis, we use a mean-field theory of the Z2 fractional Fermi liquid
using the slave boson formalism to derive spin-spin-hole correlation functions of a
Mott insulator at low doping and compare it to data seen in Quantum-gas microscopy
experiments. The predictions of the model are further extended to lower temperatures
where a distinctive sign-reversal of the correlation function is observed.

In the second part of the thesis, we use the slave boson picture of the t-J model
to study the different phases that arise in a system which contains both free spinon
and holon excitations and spinon-holon bound-state excitations. The free energy
of such a system is minimized and predictions of the spinon-pairing field and the
spinon-hopping field at zero temperature is obtained as a function of hole density.
The results are then interpreted and possible extensions of this work are discussed.
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Chapter 1

Introduction

One of the major milestones in condensed matter theory in the latter half of the
twentieth century is the successful formulation of a mathematical theory of super-
conductivity put forward by Bardeen, Cooper and Schrieffer, and came to be known
as the BCS theory of superconductivity [1]. The paper was not only an important step
closer towards our dream of achieving room temperature superconductors, it also ce-
mented the theoretical foundations to study a whole plethora of phenomena relating
to strongly correlated electron systems. However, it was soon realized that certain
materials exhibited superconductivity at higher temperatures. While most metals
exhibit superconductivity at ⇠ 10K, it was seen that a certain class of cuprates ex-
hibited superconductivity at ⇠ 100K, an entire order of magnitude higher! A species
of cuprate doped with mercury, barium and calcium, has been observed to have a
record-high critical temperature of 140 K [2]. The BCS theory does not provide a
mechanism to explain this phenomenon.

It soon came to be realized that cuprates played host to a multitude of other exotic
phenomena that could not be understood within the scope of existing theories. The
cuprates comprise of two-dimensional CuO2 planes stacked on top of each other.
Each plane consists of a square lattice with one Copper ion placed on each lattice
site where each ion contains one electron in the conduction band. Despite this, the
half-filled cuprate does not conduct electricity. The repulsion between electrons is so
great that the motion of electrons is completely arrested. The movement of electron
may, however, be restored by doppping the cuprate with holes. At large doping
densities, electronic repulsion becomes small enough that the cuprates show normal
metallic behaviour. A rich phase diagram of different quantum states is observed
for intermediate doping densities where there is competition between the kinetic and
the interaction energies of the electron. The complete phase diagram for hole doped
cuprates is displayed in Figure 1.1.

Phases like the pseudogap phase and the strange metal phase have peculiar prop-
erties that have not been understood well so far [25]. However, a good starting place
to understand many aspects of this system is the t-J model - a close cousin of the
Hubbard model, the t-J model is attained at the limit of strong repulsive interaction
between electrons [32]. In this thesis, we would like to explore the properties of the
system strictly in the low hole-doping limit. In particular, we are interested in the
pseudogap phase and the transitions around it.

We shall be making an important modification to the electronic operator used
in the t-J model that makes it easier to study our regime of interest. Keeping in
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FIGURE 1.1: The phases shown here are the antiferromagnet, the
pseudogap metal, the superconductor, the strange metal and the Fermi

liquid. Image from [3]
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mind that the half-filled lattice is treated as a lattice with no hole-doping, we write
our electronic operator in a form that only counts the fluctuations about this state
rather than counting a whole sea of redundant particles. By keeping track of spin and
charge fluctuations below the half-filled state, this picture significantly simplifies the
t-J Hamiltonian. Consider a cuprate lattice with one electron on each site and doubly
occupied sites forbidden due to repulsion. Here, any given valence electron has no
relative charge with respect to its environment. The only quantity of significance to
our problem is its spin. In contrast, an empty lattice site introduced in the half-filled
state carries a relative positive charge which needs to be tracked. Finally, there is
another form of fluctuation that can traverse through the lattice and is treated as a
distinct quasiparticle in this regime. It is referred to as the spinon and is character-
ized by the delocalization of the spin quantum number. This framework of treating
the electron as a convolution of different fluctuations in the lattice was invented by
Piers Coleman in the year 1983 [9] and is referred to as the slave-boson picture. It
is an important concept for the purposes of our thesis and will be discussed in fair
detail here.

It is often the case that one comes across two-body interaction terms in the ac-
tion of strongly correlated electron systems. These terms cannot be neglected as they
have a nontrivial role to play in the final predictions of the different phases of matter
exhibited by the particular model. Yet, more often than not, the partition function of
two-body terms cannot be evaluated, and one must resort to constructing mean-field
theoretic descriptions that capture the essential features of the system by modifying
the action with suitable approximations.

In our system of the underdoped Mott insulator, one conceivable approach to
modify the action is to treat spinons and holons as free particles [4]. While this
approach highlights many key features we expect to see in a hole-doped cuprate,
it certainly has its limitations. For instance, it fails to account for at least some of
the features of the pseudogap phase, namely its broken Luttinger relation and the
appearance of Fermi arcs. Multiple experiments have demonstrated this in various
contexts [10,11]. This thesis specifically concerns itself with the exploration of a
few of the different aspects of a particular model referred to as the quantum dimer
model where one assumes that the low energy excitations of the Fermi surface are
permeated by spinon-holon bound states. This model is of special importance to
the pseudogap phase in 2D underdoped cuprates and is discussed in Chapter 2. It
has shown promise as a successful description of this phase as it is able to describe
some of the key features that distinguish this phase from the others [8]. It explains
the formation of Fermi-arcs which are routinely observed for this phase of matter.
It also reproduces the broken Luttinger relation for the pseudogap phase. However,
there are other successful models that also use a bound-state treatment of spinons
and holons to describe the same phase of matter [12,13]. So, it is in our interest to
look more closely at the predictions that the quantum dimer model makes. We are
interested in two specific problems that give this model an opportunity to be tested.
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The first problem we wish to address is that of comparing this model to the ex-
perimental data obtained by Immanuel Bloch’s group. They use quantum-gas mi-
croscopy techniques on an ultracold-atom optical lattice to simulate the square-lattice
Hubbard model and measure lattice correlations around an introduced dopant as a
function of distance and hole density. [6,7]. The details of this experiment are dis-
cussed in Chapter 3. Quantum-gas microscopy has enabled the direct, real-space
characterization of strongly correlated electron systems. In cold-atom lattice simu-
lators [33], this technique has allowed tests to be performed on the Fermi-Hubbard
model which includes the detection of long-range spin correlations [34], charge and
spin-transport in two dimensions [35,36], as well as incommensurate magnetism in
one dimension[37]. In the experiments described here, this technique is utilized by
Bloch’s group to characterize the nature of electronic correlations that arise around a
dopant. These experiments are performed at a temperature scale of T ⇠ 1.4J where
J is the antiferromagnetic coupling observed at half-filling. In cuprates, this quan-
tity is estimated at J ⇠ 100meV ⇠ 1100K. Since no existing model successfully
explains Bloch’s data at low doping densities, this is a good opportunity to use the
dimer model to obtain these correlation functions and compare them with these ex-
periments. We calculate an effective mean-field Hamiltonian of the Z2 fractional
Fermi liquid. USing this, spin-spin-hole correlators are evaluated and compared to
the quantum-gas microscopy experiments. This is discussed in Chapter 4.

The next problem we explore involves predicting the phases that arise when one
writes out the t-J action with spinon-hole bound-state excitations and free spinon-
holon fluctuations. First, we follow the discussion in Kotliar and LIu [4] to under-
stand the different phases of matter that arise in a system with only spinon/holon
fluctuations. This is discussed in Chapter 5. Next, we follow a similar procedure
to obtain the phase diagram of a system with both kinds of fluctuations in Chapter
6. The free energy of such a system is obtained by integrating out all the fermionic
degrees of freedom in the problem. The resulting free energy is then minimized with
respect to the different order parameters in the problem. Thus, at different tempera-
tures and hole densities, we find that different phases manifest when the free energy
is minimized. In this thesis, due to time constraints, we only study the zero temper-
ature behaviour of the order parameters. Finally, we discuss possible implications of
our results and conceivable extensions of our work in Chapter 7.
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Chapter 2

Quantum Dimer Model

Soon after the discovery of cuprates, it was realized that there was a distinct quan-
tum phase of matter that sets in at low doping densities and that this phase of matter
was robust even at temperatures significantly higher than the critical temperature of
the superconducting phase. This phase of matter came to be known as the pseudo-
gap metal. The pseudogap metal has two important features that serve to distinguish
it from the other phases. Firstly, they appear to violate Luttinger’s relation (which
states that the area of the Fermi surface must be proportional to the charge-carrier
density in the conduction band). In cuprates, it is conventional to define the hole
density with reference to the Mott-insulating state at half filling. So, with respect to
a fully filled lattice where each lattice site has two electrons of opposite spins, the
hole density in the system is 1+ d (where d is the density of hole-dopants introduced
beyond half-filling). Thus, following Luttinger’s relation, we expect that the area of
the Fermi surface grows as 1+ d. This is, in fact, seen at high percentages of doping.
However, at low d, it is seen that the system behaves as a Fermi liquid with a Fermi
surface whose area is proportional to d. Secondly, a curious feature of the pseudogap
metal is that experiments have consistently shown the presence of gaps in the Fermi
surface [17,18,19]. This seemingly broken surface came to be known as Fermi arcs.
These arcs appear around the nodal points (±p/2,±p/2) on the Brillouin zone.
They are presented in Figure 2.1.

An early study [4] proposed that the pseudogap phase can be characterized by
a doped Mott insulator that undergoes spin-charge separation. However, this can
never account for the broken Fermi surface as a convolution of free spinons and
holon-spectral functions always posses a smooth closed Fermi surface and cannot
produce a sharp Fermi surface. Despite the broken Fermi surface, there is good
reason to suppose that these are metals as they appear to obey Fermi liquid theory.
Firstly, optical conductivity experiments [14] reveal that the quasiparticle lifetime
of this phase of matter displays a dependence identical to that of the Fermi liquid
1/t µ ((h̄w)2 + (cpkBT)2)with c an order unity constant. Also, the in-plane
magnetoresistance of the pseudogap is proportional to t�1(1 + bH2t2 + ...) where
t ⇠ T�2 and b is a T-independent constant and H is the applied magnetic field. This
is true for Fermi liquids as well. In fact, this is Kohler’s rule for a Fermi liquid [15].

A simple model of a fractional Fermi liquid which is referred to as the quantum
dimer model, was developed in [8]. The Hilbert space of the dimer model is spanned
by two species of dimers. The first is a boson with no spin and charge relative to the
Mott insulator at half-filling. The second is a fermion with both spin and charge +e.
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FIGURE 2.1: The top image depicts the Fermi arcs while the bottom
image depicts a complete Fermi surface for a Fermi liquid. The blue
dots in both images represents a nodal point (p/2, p/2) whereas the

green dots represent an antinodal point (p, 0) . Figure from [16].

These dimers satisfy the ‘hard-core’ constraint which states that no two dimers can
overlap with each other. (From this, it follows, for instance, that you cannot have a
hole entangled simultaneously with two electrons that are on one lattice site.) They
are represented in terms of electron operators in the following manner:

D†
i,h =

gih
p

2
(c†

i,"c†
i+h,# + c†

i+h,"c†
i,#)|0i, F†

i,ha =
gih
p

2
(c†

i,a + c†
i+h,a)|0i, (2.1)

where gih is a phase factor that can be suitably adjusted. The first term is a spin sin-
glet containing two electrons of opposite spins mutually entangled with each other
and is chargeless relative to the half-filled state. In contrast, the fermion defined on
the right of equation 2.1 represents a bound state formed between a hole and an elec-
tron from their short-range mutual attraction.

The picture in Figure 2.2 suggests that the dimers live on the bonds between lat-
tice sites as one can associate a characteristic directional orientation for particles that
arises from these bonds. They impart a nontrivial exponential factor when we write
the creation operator of the electron-hole bound states in momentum space. This
term plays a central role in the success of this model in explaining all the unique
features of the pseudogap metal.

We present the quantum-dimer Hamiltonian that acts on the Hilbert space de-
scribed containing the bosonic and fermionic dimers discussed above. A detailed
discussion on motivating this Hamiltonian can be found in [8]. The Hamiltonian is
written as a sum of two parts. The first part is the Rokhsar Kivelson Hamiltonian [38]
HRK that describes hopping and interactions of the bosonic dimers alone. The sec-
ond part, represented by the Hamiltonian H1 characterizes the interaction between
bosonic and fermionic dimers and contains single fermionic hopping terms. Slightly
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FIGURE 2.2: The figure shows a pictorial representation of elec-
trons on a square lattice below half filling arranged in a Z2 fractional
Fermi liquid formation. The quasiparticles with spins are electron-
hole bound states whereas the other quasiparticles are two-electron

bound states. Figure from [8].

below half-filling, the number of fermionic dimers is low enough to ignore two-body
fermionic interaction and so, such interactions are neglected here. The Hamiltonian
is given by:

FIGURE 2.3: Interactions coupled by J and V come from dimer hop-
ping. The parameters that couple with t1, t2 and t3 describe single

fermionic hopping. Image from [8].
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H = HRK +H1,

HRK =Â
i


� JD†

ixD†
i+ŷ,xDiyDi+x̂,y + 1 term ,

+ VD†
ixD†

i+ŷ,xDixDi+ŷ,x + 1 term
�

H1 = Â
i


� t1D†

ixF†
i+ŷ,xaFixaDi+ŷ,x + 3 terms � t2D†

i+x̂,yF†
iyaFixaDi+ŷ,x + 7 terms

� t3D†
i+x̂+ŷ,xF†

iyaFi+x̂+ŷ,xaDiy + 7 terms � t3D†
i+2ŷ,xF†

iyaFi+2ŷ,xaDiy + 7 terms
�

,

(2.2)

where the terms that are not displayed are generated by symmetry operations that are
valid for the square lattice. The specific operations of each term in the Hamiltonian
can be understood by looking at Figure 2.3. This model is used to construct an ef-
fective tight-binding Hamiltonian for the Z2 fractional Fermi liquid (Z2 FL⇤, which
will be discussed in subsequent sections. We aim to compare the Z2 fractional Fermi
liquid with experiments performed on the underdoped Mott insulator using quantum-
gas microscopy techniques. In the next chapter, we shall discuss in detail the results
obtained in the quantum-gas microscopy experiments. It is seen here that a magnetic
polaron forms around a given dopant at low doping densities. It is hoped that the Z2
fractional Fermi liquid also reproduces the same correlation structures as well.
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Chapter 3

Quantum gas microscopy

experiments

Polarons are charge carriers that are wrapped by a local polarization that distin-
guishes them from their background environment. They are among the most fun-
damental quasiparticles in interacting many-body systems and emerge even at the
level of a single dopant. A series of experiments [7] performed by Immanuel Bloch’s
group demystified the real-space structure of magnetic polarons that can form when
a Mott insulator is doped with a small population of holes. In the phase diagram
for cuprates in Figure 1.1, we see that hole doping can take the system from the an-
tiferromagnetic regime to the pseudogap regime if the temperature is high enough.
The antiferromagnetic correlations between the valence electrons on the lattice sites
are disrupted with the introduction of holes. We see in Figure 3.1 that polarons are
indeed formed around the doped sites as the correlations switch their sign abruptly
as one moves away from the dopant. This is a signature of the magnetic polaron.
Bloch’s group successfully managed to obtain a real-space image of this quasiparti-
cle.

Consider the following correlation function:

C(r0; r, d) := 4
D

Sz
r0+r�d/2Sz

r0+r+d/2

E

:r0,r0+r�d/2,r0+r+d/2
. (3.1)

The above 3-point correlation is interesting to us as this can be employed to quan-
tify the nature of correlations between electrons in the presence of dopants. Here,

d = |r2 � r1|, r =
|r1 + r2|

2
and r0 is the position of the dopant, r1 and r2 refer to

the positions of electrons between which the correlation is calculated.

In this setup in Figure 3.1, we see a lattice with one valence electron on each
lattice site. At the origin , we have a dopant that gives rise to a doublon which is a
quasiparticle with two electrons having opposite spins residing on the same lattice
site. Strictly speaking, electron doping is not equivalent to hole doping as the phases
observed for the overdoped and underdoped Mott-insulator are structurally different.
However, it is seen that for systems which only allow nearest neighbour hopping,
particle-hole asymmetry completely disappears and the overdoped and underdoped
Mott insulator have identical phases. [25,27]. An optical lattice with cold atoms
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FIGURE 3.1: Figure shows the different correlations that were mea-
sured with respect to the doublon site displayed in black. The red
bonds are positive diagonal correlation whereas the blue line signifies

a negative diagonal correlation. Figure from 7

is such a system as the next-to-nearest-neighbour hopping amplitude is almost non-
existent. Thus, what is observed in Figure 3.1 is equally applicable if the dopant were
a hole instead.

It is seen from Figure 3.1 that the nearest neighbour electrons around the dopant
correlate with each other negatively while all other diagonal correlations are positive.
There is an abrupt sign reversal observed when one measures diagonal correlations
with the innermost electrons and contrasts it with diagonal correlations elsewhere on
the lattice. It is seen in Figure 3.1 that the central bubble inside is reminiscent of a
polaron, as the doublon reverses the sign of the correlations of the electrons around
it thereby distorting the antiferromagnetic correlations of the Mott-insulating phase.
But the doublon and the cloud of sign-reversed correlations may be thought of as a
single unit moving through a sea of antiferromagnetic bonds. This single unit is the
magnetic polaron.

We see from the phase diagram of 2D cuprates that hole-doping allows the system
to transition out of the antiferromagnetic regime into a new phase of matter that is
distinct from the Fermi liquid. Our current understanding of cuprates does not allow
us to predict the doping densities and temperatures at which this transition happens,
but we recognize that one possible state is the pseudogap metal. Since the dimer
model has shown to be a simple yet effective description of the pseudogap metal [8],
one ought to check if the dimer model shows any success when one compares its
prediction of the spin-spin-hole correlator at the appropriate hole-density and tem-
perature, to the data obtained by Bloch’s group. Here the spin-spin-hole correlator
works just like a spin-spin-doublon correlator as this system is expected to uphold
particle-hole symmetry.
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In the phase diagram of 2D cuprates below half-filling seen in Figure 1.1, the
system begins at the Mott-insulating state at half filling (zero doping) and ultimately
reaches the Fermi liquid regime at high doping densities. As it does this, it encoun-
ters phases that are dominated by non-Fermi interactions. The transition of a system
through different phases can be realized through experiment by measuring the elec-
tronic correlations around dopants as a function of hole density. Performing these
measurements at increasing levels of hole-doping allows us to infer the different
regimes which manifest. So, this is a strong motivation to experimentally study spin-
spin-hole correlators for 2D cuprates as a function of hole density, as was done in [6].

When the system is in the antiferromagnetic regime, the correlations between
nearest neighbour electrons are strictly negative, while diagonal correlations are pos-
itive. In the Fermi-liquid regime which is seen at high doping densities, we may
employ a tight-binding model for electrons with no other interaction terms to calcu-
late the required correlations. It is seen that in this regime, Pauli exclusion principle
disfavours the presence of multiple electrons of the same spin close to each other.
So a negative correlation between nearest neighbours is observed. For non-Fermi
liquids that manifest at intermediate doping densities, we are still in need of a theo-
retical model that explains the electronic correlations seen here.

This sets the stage to test various interacting toy-models to explain phases seen at
intermediate doping regimes. The Z2 fractional Fermi liquid has shown reasonable
success at describing the pseudogap phase [8,24]. If the pseudogap phase is indeed
an intermediate phase through which the system traverses, then it is reasonable to
suppose that this model holds potential to explain the correlations in the appropriate
hole density range.

First, the two-point connected-correlation function is measured for different con-
figurations. The fact that it is connected helps us filter out background signals that
come from the non-interacting terms in the correlation function. The two-point cor-
relation function for this system is given by:

C(c)(d) = C(c)(r1, r2) = h
�
hŜr1 Ŝr2i � hŜr1ihŜr2i

�
, (3.2)

where h = 1/(s(Ŝr1)s(Ŝr2)) is the normalization, r1, r2 represent the positions of
the electrons between which we are measuring the correlations.

As shown in Figure 3.2, for different configurations, we see a sign reversal of the
curve somewhere at d ⇠ 20% � 40% hole doping density. At low doping densities,
the hole perturbs all the bonds in its vicinity such that the nearest neighbours have a
positive correlation with each other and the next to nearest neighbours are negatively
correlated. They are reminiscent of magnetic polarons moving through the system
with an antiferromagnetic environment. A given hole and all the electrons immedi-
ately surrounding it constitute a polaron. At d ⇠ 20%, there is one hole for every
four electrons. This suggests that neighbouring polarons overlap to such an extent
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FIGURE 3.2: shows the different configurations for which correla-
tions were measured, the graphs display the corresponding correlation
function as a function of hole density. Furthermore,the predictions of
theoretical models that includes the uniform RVB phase, the p flux
model and the string model (as mentioned in the legend) have all been
plotted along with the data to compare with the data points. Figure

from [6].
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that all bonds throughout the lattice are uncorrelated as they belong to two different
polarons at the same time. This scaling argument is confirmed in Figure 3.2 as the
curve crosses the x-axis at roughly this doping density. At high percentages of dop-
ing, it is important to take Pauli’s exclusion principle into account, as they disfavour
fermions of the same spin from occupying a small area, and so, one expects weak
negative correlations between all lattice sites at higher doping densities.

While looking at the two-point correlation function is certainly instructive, our
main quantity of interest is the spin-spin-hole three-point correlation. This quantity
is important because it describes how the dopant affects two-point correlation func-
tions at different distances. This also provides a good testing ground for different
theories as different toy models tend to differ in their predictions of this function.
This is apparent in Figure 3.3 where it is seen that the predictions made by different
theories deviate significantly from each other.

FIGURE 3.3: Figure shows the two configurations for which the cor-
relations are plotted against hole density d. Predictions of the theories
mentioned in the legend are also plotted along with the data points.

Figure from [6].

The three-point correlation function looks like the following:

Cc
0(r, d) =Cc

0(r3; r1, r2) = hCc
3(r3; r1, r2),

=h(hĥ3ŜZ
2 Ŝz

1i � hĥ3ihŜZ
2 Ŝz

1i � hŜZ
2 ihĥ3Ŝz

1i

� hŜz
1ihĥ3ŜZ

2 i+ hĥ3ihŜZ
2 ihŜ

z
1i).

(3.3)

For spin-balanced systems (i.e. hSz
i = 0):

Cc
0(r, d) = h(hĥ3ŜZ

2 Ŝz
1i � hĥ3ihŜZ

2 Ŝz
1i), (3.4)
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where r is the length of the bond between the fermions, d is the distance of the
bond from the dopant under consideration, and h is the normalization factor given by
[6]:

h = 1/
⇣
hĥ3is(ŜZ

2 )s(Ŝ
z
1)
⌘

. (3.5)

An important feature of this graph is that the diagonal correlations are always
negative, but for nearest neighbour correlations, there is a crossover at around d ⇠

20%. In the left hand side graph of figure 3.3, we see that most existing theories do
reasonably at higher doping but fail to at low hole densities. Other than performing
a rigorous exact diagonalization of the t-J model, which is cumbersome, there exists
no approximate theory that predicts the crossover that is seen here. This allows us to
test the Z2 fractional Fermi liquid, which is described in the next chapter.



15

Chapter 4

Z2 fractional-Fermi-liquid correlator

4.1 Slave Boson description of the t-J Model

The t-J model, which is the strong-interaction limit of the Hubbard model, is be-
lieved to offer accurate insights into the workings of cuprates [25]. So, we shall turn
our attention to this model in order to understand the emergence of the pseudogap
phase. To do this, we start off with the t-J model and introduce spinon-hole bound
state operators through a Hubbard Stratonovich (H.S.) transformation. Once that is
done, we construct a tight-binding Hamiltonian that describes the hopping of the
bound-state particles. This is equivalent to finding an effective free particle descrip-
tion of spinon-hole bound states which comes in handy as we evaluate expectation
values and correlation functions later. But, in order to build this Hamiltonian from
the t-J model, we resort to writing a Ginzburg-Landau free energy description of
the low energy excitations of the system and understand the role of each coupling
term in enabling different dimer hopping modes to persist. Finally, we make use of
this Hamiltonian to obtain an electronic spectral function that provides a bridge be-
tween the quantum dimer model and measurable quantities like electronic correlation
functions and the electronic momentum distribution. This enables us to derive spin-
spin-hole correlations and compare the predictions of the quantum dimer model with
data that is obtained by Bloch’s group. We start this process by stating the Hamilto-
nian in the t-J model [28].

H = Â
hiji

J(Si.Sj �
1
4

ninj)� Â
ij,s

tij(c†
iscjs + h.c.), (4.1)

where tij = t, t0, t” for the nearest, second nearest, and third nearest neighbour-
pairs respectively. We have the additional constraint that double occupation is for-
bidden. This constraint is hard to impose in practise. So, we use the slave boson
description of the electron as this incorporates this constraint into the operators itself.
The electronic creation operator can thus be broken down into fluctuations about the
half-filled Mott insulator and is represented by [25]:

c†
is = f †

isbi + ess0 fis0d†
i , (4.2)
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where f †
is is the spinon creation operator, bi is the holon term and d†

i is the dou-
blon creation operator. But we want to exclude double occupancy as it constitutes a
higher order effect and we are only interested in the low energy excitations of the t-J
model. Thus, we are finally left with:

c†
is = f †

isbi,

f †
i" fi" + f †

i# fi# + b†
i bi = 1.

(4.3)

Using the spin representation as given in [29]:

Si.Sj = �
1
4

f †
ia f ja f †

jb fib �
1
4
( f †

i" f †
j# � f †

i# f †
j")( f j# fi" � f j" fi#) +

1
4

f †
ia f ja. (4.4)

Finally, we write

ninj =(1 � b†
i bi)(1 � b†

j bj),

⇡1 � b†
i bi � b†

j bj.
(4.5)

Plugging equations 4.3, 4.4 into 4.1 in the Hamiltonian [25] then gives:

H =Â
hiji


J
⇥
�

1
4

f †
ia f ja f †

jb fib �
1
4
( f †

i" f †
j# � f †

i# f †
j")( f j# fi" � f j" fi#) +

1
4

f †
ia f ja

⇤

�
1
4
(1 � b†

i bi)(1 � b̄jbj)

�
� t Â

ijs
( f †

isbib†
j f js + h.c.).

(4.6)

4.2 Electron spectral function for the Z2 fractional

Fermi liquid

In many-body physics, one often encounters quartic terms whenever there is a non-
trivial two-body interaction term involved in the Hamiltonian. The expectation val-
ues of these quartic terms are hard to evaluate exactly. But the H.S. transforma-
tion is a systematic framework in which one can reduce the expectation operator
of a quartic term to an effective quadratic term by decoupling the terms along var-
ious channels pertinent to the problem. In this particular problem, having an ef-
fective spinon-hopping term cij = h f †

ijs fijsi and an effective spinon-pairing term
Dij = h fi" f j# � fi# f j"i are relevant. So, we perform a H.S. transformation along
these two channels to obtain an effective quadratic Hamiltonian that is easily solv-
able. This is equivalent in spirit to performing a mean-field decoupling of a system
with two-particle interactions to reduce it to a one-particle system responding to an
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effective potential that mimics the ensemble averaged behaviour of the entire system.

�
1
4

D
f †
ia f ja f †

jb fib

E
=�

1
4

hD
f †
ia f ja

E D
f †
jb fib

E
+
D

f †
ia f ja

E �
f †
jb fib �

D
f †
jb fib

E �i

�
1
4

D
f †
ia f ja

E �
f †
jb fib �

D
f †
jb fib

E �

⇡
1
4
� D

f †
ia f ja

E D
f †
jb fib

E
�

D
f †
ia f ja

E
f †
jb fib �

D
f †
jb fib

E
f †
ia f ja

�
,

=
1
4
|cij|

2
�

1
4 Â

i,j,s
(c̄ij f †

is f js + h.c.).

(4.7)

�
1
4

D⇣
f †
i" f †

j# � f †
i# f †

j"

⌘ �
f j# fi" � f j" f j#

⌘ ↵
=�

1
4
�

f †
i" f †

j# f j# fi" + fi# f j" f †
j" f †

i# � f †
i" f †

j# f j" fi#

� fi# f j" f †
j# f †),

⇡�
1
4
�
h f †

i" f †
j#i f j# fi" + h f j# fi"i f †

i" f †
j# + h f †

i# f †
j"i f j" fi#

+ h f j" fi#i f †
i# f †

j" � h f †
i" f †

j#i f j" fi# � h f j" fi#i f †
i" f †

j#

� h f †
i# f †

j"i f j# fi" � f †
i# f †

j"h f j# fi"i+ h f †
i" f †

j#ih f j# fi"i

+ h f †
i# f †

j"ih f j" fi#i � h f †
i" f †

j#ih f j" fi#i � h f †
i# f †

j"ih f j# fi"i
�
,

=
J
4
�
Â
hiji

Dij( f †
i" f †

j# � f †
i# f †

j") + h.c. + |Dij|
2�.

(4.8)

The action can then be obtained from the Hamiltonian [25]:

L =Â
i,s

f̄is(∂t � ili) fis + Â
i

b̄i(∂t � ili � µB)bi � J̄ Â
hi,ji

(c̄ij f̄is f js + h.c. � |cij|
2)

+ J̄ Â
hi,ji

(D̄ij( fi" f j# � fi# f j") + h.c. + |Dij|
2)� Â

i,j
tij f̄isbib̄j f js.

(4.9)

The introduction of spinon-hole bound-state particles is achieved by decoupling the
last term in the above action using the fermionic H.S. bond fields Fijs, F̄ijs. This is
equivalent to making the assumption that the low energy excitations of the Fermi
surface of the doped Mott insulator are dimers. These quantities carry both spin and
charge and they live on the bonds between neighboring lattice sites. They are defined
as:
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F̄ijs := ( f̄isb̄j + f̄ jsb̄i)/
p

2. (4.10)

This gives us the following action with the dimer terms [24]:

L =Â
i,s

f̄is(∂t � ili) fis + Â
i

b̄i(∂t � ili � µB)bi � J̄ Â
hi,ji

(c̄ij f̄is f js + h.c. � |cij|
2)

+ J̄ Â
hi,ji

(D̄ij( fi" f j# � fi# f j") + h.c. + |Dij|
2) + Â

i,j
F̄ijsFijs

+ Â
i,j

tij
p

2
(F̄ijs( fisbj + f jsbi) + h.c.).

(4.11)

Integrating out the fermionic and bosonic degrees of freedom gives us an effec-
tive free energy term that can be written in terms of the order parameters c, D and
Fijs, along with their Hermitian conjugates. Alternatively, one can use the symme-
tries in the problem to construct a phenomenological description of the free energy
[24]. We get:

Le f f [cij, Dij, Fijs] = Â
ij

c̄ij(∂t � i(�li + lj)cij + ac
1 |cij|

2 + ac
2 |cij|

4) + ac
3 Â

ijkl
cijcjkcklcli

+ Â
ij

D̄ij(∂t � i(�li + lj)Dij + aD
1 |Dij|

2 + aD
2 |Dij|

4) + aD
3 Â

ijkl
D̄ijDjkD̄klDli

+ Â
ij

F̄ijs(∂t � i(�li + lj))Fijs + aF
1 F̄ijsFijs

+ Â
ijkl

(aFc
1 F̄ijsFjkscklcli + aFc

2 F̄ijsc̄jkFklsckli + aDc
1 D̄ijDjkcklcli

+ aDc
2 D̄ijc̄jkDklcli) + Â

i,j,k,l
aFD

1 F̄ijsFjksD̄klDli + aFD
2 F̄ijsDijD̄kl Fkls + ...

(4.12)

Here, terms of particular importance for our purposes are the dimer-hopping
terms. These terms have coefficients aFD

1 , aFD
2 , aFc

1 , aFc
2 ... and so on. While imposing

the saddle point approximation for the Z2 fractional Fermi liquid, it is seen that the
free energy admits different translationally invariant groundstates. However, we only
consider those with s-wave symmetry. It follows that hcj,hi = c and hDj,hi = D. As
we are working in a phase where spinon-pair condensation is present, we set D 6= 0.
We are interested in constructing an effective mean-field Hamiltonian where higher
order fluctuations of c and D are neglected. The Hamiltonian can then be read out
from the effective free-energy and appears to take a form that is reminiscent of the
simple tight-binding Hamiltonian. As in [8], we restrict ourselves to three hopping
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terms. The Hamiltonian is given by:

HZ2FL⇤ =� t1 Â
j,s

F̄j+ŷ,x,sFj,x,s � t2 Â
js

F̄j,y,sFj,x,s+

� t3 Â
j,s

F̄j+ŷ,y,sFj,x,s + ...
(4.13)

where the dots denote hermitian conjugates, symmetry related, as well as possi-
ble longer range hopping terms. The corresponding hopping amplitudes are given by
t1 = �aFD

2 |D|2 � aFc
2 |c|2 and t2 = �aFD

1 |D|2 � aFc
1 |c|2 and t3, where t3 follows

from a higher order loop term involving two elementary plaquettes.

(A) t1 hopping (B) t2 hopping (C) t3 hopping

FIGURE 4.1: Figure illustrates all the different possible hopping con-
figurations that can be achieved by a dimer term that begins in the red
configuration and obeys the tight binding Hamiltonian for a Z2-FL⇤

system. The hopping configurations shown in blue, orange and purple
represent the possible configurations that have hopping amplitudes t1,

t2 and t3 respectively.

We now wish to extract the electronic features of the system from the tight-
binding Hamiltonian for the Z2 fractional Fermi liquid. To start off, we diagonalize
this Hamiltonian in momentum space and calculate the electronic spectral function
of the system.

The tight-binding Hamiltonian of the dimers is written in momentum space in the
following manner:

H =� Â
k,s

�
2t1 cos (kx)F̄k,x,sFk,x,s � 2t1 cos (ky)F̄k,y,sFk,y,s � t2(1 + e�ix + eiy + e�i(x+y))F̄k,x,sFk,x,s

� t3(eix + e�i2x + ei(2x�y) + e�iy + e2iy + 2 cos (x + y) + ei(�x+2y))F̄k,xsFk,ys + h.c.
�
.

(4.14)

Diagonalizing the Hamiltonian gives the following two dispersion bands [24]:
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E± = �t1sk ±
q

t2
1d2

k + 16 f 2
k (t2 + t3(sk � 1))2, (4.15)

where sk = cos kx + cos ky, dk = cos kx � cos ky and fk = cos kx/2 cos ky/2.
The corresponding eigenstates are:

✓
Fk,x,s
Fk,y,s

◆
=

✓
v+x(k) v�x(k)
v+y(k) v�y(k)

◆✓
Fk,+,s
Fk,�,s

◆
, (4.16)

where the columns of the matrix form the normalized eigenvectors of the Hamil-
tonian and can be used to rotate the system from eigenspace to coordinate space.
This comes in handy when we want to perform real measurements of the system. Ul-
timately, we are interested in the electronic properties of the system and would like
to have a transformation that takes us from the dimer representation to the electronic
representation. This relation is seen in the saddle approximation for cij of the gauge
invariant electronic field cis, where it can be uniquely expressed in terms of the bond
fields Dij and Fijs as:

cis ⇠ Â
j

F̄ijsDij. (4.17)

In momentum space, when D 6= 0, this looks like:

cks ⇠ D Â
h=x,y

F̄�k,h,s(1 + eikh). (4.18)

FIGURE 4.2: Electron field cis in terms of Dij and F̄ijs̄. Figure from
[24].

We can now obtain an expression for the electronic spectral function. The general
form of the electronic spectral function [30] is given by :
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A(~k, w) =
2p

Z
Â
n,m

(e�bEn � ze�bEm)|hn|ĉk|mi|
2d(w + En � Em),

=
2p

Z
Â
n,m

e�bEn(1 + ebw)|hn|ĉk|mi|
2,

(4.19)

where Z is the partition function of the system. First, we compute |hn|ĉks|mi|
2.

This is done by replacing the electronic operators with their corresponding represen-
tation in dimer space given in equation 4.17. This is then followed by rotating from
coordinate space to the eigenspace which diagonalizes the tight binding Hamiltonian
of the system. The rotaion matrix is obtained from our calculation in equation 4.16
and leads us to the following result:

|hn|ĉks|mi|
2 = D2 Â

h,h0

hn|(v̄+h F̄�k+s + v̄�h F̄�k�s)|mihm|(v+h0F�k+s + v�h0F�k�s)|ni

⇤ (1 + eikh)(1 + e�ikh0 ),

= D2 Â
h,h0

(v̄+hv+h0 hn|F̄�k+s|mihm|F�k+s|ni+ v̄�hv�h0 hn|F̄�k�s|mihm|F�k�s|ni)

⇤ (1 + eikh)(1 + e�ikh0 ).
(4.20)

Using the definition of a weighted average at finite temperatures, we see that:

2p

Z
Â
n

e�bEnhn|F̄�k±sF�k±s|ni = nF(bE±(�k))d(w � E±(�k)). (4.21)

Plugging this into our expression for the electronic spectral function, we get:

A(~k, w) = Â
h,h0

(v̄+hv+h0d(w � E+(�k)) + v̄�hv�h0d(w � E�(�k)))(1 + eikh)(1 + e�ikh0 )

(4.22)

The electron spectral function gives the probability density of having an electron
with momentum~k and energy w. This quantity may be used to explain why Fermi
arcs occur. Let us take a system with dimer hopping amplitudes given by t1 = �1,
t2 = 2 and t3 = �0.6 as estimated in [8]. We now look at the spectral function near
and far away from the nodal point~k = (p/2, p/2). Figure 4.3 shows the spectral
function that follows after computing equation 4.22.
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FIGURE 4.3: Plot of the electron spectral function in the Z2 fractional
Fermi liquid phase as a function of momentum kx for ky = p � 0.6
and ky = p � 1.6. The d function in the calculation of the spec-
tral function is replaced by a Lorentzian which broadens the peak for

illustration.

Here, we see that when the electron is close to the nodal point~k = (p/2, p/2),
the electronic spectral function predicts that the energy closes above the Fermi en-
ergy thus making room for a closed Fermi surface around the nodal points. But mov-
ing away from the nodal points results in the spectral function closing from below
the Fermi energy thereby leaving no acceptable energy level at the Fermi momen-
tum. This leaves a gap at the Fermi surface which appears as the pseudogap. Having
found the electronic spectral function, we can evaluate the electronic momentum dis-
tribution through the following relation:

nk =
Z dw

2p
nF(w)A(~k, w). (4.23)

4.3 Evaluating correlation functions

In the interest of obtaining correlation functions, what remains for us to do is to
choose the dimer resonant amplitudes in equation 4.13 such that they match the con-
ditions set up in the experiment. This can be imposed by considering an effective
electronic tight-binding Hamiltonian:

H0 = �t Â
hiji

(c†
iacja + h.c). � t0 Â

hhijii
(c†

iacja + h.c.)� t00 Â
hhhijiii

(c†
iacja + h.c.).

(4.24)

In [7], it is seen that the system has been set up at U/t = 7.48 where U is the re-
pulsion between electrons on the same lattice and t is the nearest neighbour hopping
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amplitude of electrons (this uses the standard notation used to describe the Hubbard
model [30]). We, however, drop the second-nearest-neighbour and third-nearest-
neighbour electron hopping term by setting t0 and t00 to 0. This is done because the
experimental setup is that of an optical lattice with cold atoms where only nearest
neighbour hopping i present. The nearest neighbour tight-binding term t is set to 1.
This assumption reduces the Hamiltonian to:

H0 = �Â
hiji

(c†
iacja + h.c). (4.25)

While this is a simple expression for electron-hopping, we are interested in work-
ing in dimer space, and so, we require a dimer resonance amplitude term for a dimer
tight-binding Hamiltonian of the form in equation 4.13. Following the reasoning pre-
sented in [8], it is possible to represent the dimer resonance terms in the following
manner:

t1 = �

D
0|Fiy"Di+x̂,y|H0|D†

iyF†
i+x̂,y"|0

E
,

t2 = �

D
0|Fi+x̂,y"Di,y|H0|D†

i+ŷ,xF†
i,x"|0

E
,

t3 = �

D
0|Fiy"Di+x̂+ŷ,x|H0|D†

iyF†
i+x̂+ŷ,x"|0

E
,

(4.26)

where D†
i,h is the creation operator for the spin-singlet term whereas F†

i,h" is the
dimer term with a net up-spin magnetization. These terms are defined in terms of
electron creation-annihilation operators as given below and can be used to evaluate
the matrix elements for the dimer resonance terms. Note that F†

i,h" has already been
defined before in equation 4.10 in terms of spinons and holons but we recast the
equation in terms of electrons here.

D†
i,h =

1
p

2
(c†

i,"c†
i+h,# + c†

i+h,"c†
i,#|0i, F†

i,ha =
1
p

2
(c†

i,a + c†
i+h,a)|0i. (4.27)

Evaluating the matrix elements in equation 4.26 gives the dimer resonance am-
plitudes t1 = �0.5, t2 = 0.5 and t3 = �0.25. These amplitudes will be utilized
for calculating correlations for fractional-Fermi-liquid systems. Using these parame-
ters, the electronic momentum distribution plotted for the fractional Fermi liquid for
b = 2 as a function of the chemical potential µ is shown in Figure 4.4.
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FIGURE 4.4: Electronic momentum distribution for Z2-FL⇤ as a
function of µ with hopping parameter values t1 = �0.5, t2 = 0.5

and t3 = �0.25 and b = 2

Now that we have the electronic momentum distribution, we wish to be able to
write our correlation function in terms of the electron momentum distribution, so
that we may utilize some of the machinery developed earlier. We are interested in
evaluating

⌦
Sz

i Sz
j hk
↵
.

We know that Sz
i =

1
2
(ni" � ni#) is the net magnetization in the system. The

hole operator can be evaluated from the constraint that hk = 1 � nk" � nk#. Here,
we make the simplifying assumption that the contribution to these correlators from
doublons is negligible. This assumption was also made earlier in equation 4.3 when
the slave-boson formalism was adapted for our particular setup. We need to evaluate
the following correlator:

⌧
Sz

i Sz
j hk

�
=

1
4

⌧
(ni" � ni#)(nj" � nj#)(1 � nk" � nk#)

�
,

=
1
4

⌧
ni"nj" � ni"nj# � ni#nj" + ni"nj# � ni"nj"nk"

+ ni"nj#nk" + ni#nj"nk" � ni#nj#nk" � ni"nj"nk# + ni"nj#nk#

+ ni#nj"nk# � ni#nj#nk#

�
.

(4.28)

We evaluate each term separately. We shall do this more efficiently by evaluat-
ing the general form of the quadratic and cubic density terms, and plugging in the
parameters to obtain an expression for each of the above terms. We first look at the
general form of the two-body terms alone. While it is not possible to evaluate such
an expectation value exactly, we perform a H.S. transformation to get a mean-field
description of the required terms. This leads to the following result:
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⌧
nis1njs2

�
= Â

k1,k2q1,q2

1
V2

⌧
c†

k1s1
ck2s1c†

q1s1
cq2s1

�
ei((k1�k2)ri+(q1�q2)rj)

= Â
k1,k2q1,q2

1
V2

✓⌧
c†

k1s1
ck2s1

�⌧
c†

q1s1
cq2s1

�
d(k1 � k2)d(q1 � q2),

�

⌧
c†

k1s1
ck2s1

�⌧
c†

q1s1
cq2s1

�
d(k1 � q2)d(q1 � k2)ds1s2

◆

⇤ ei((k1�k2)ri+(q1�q2)rj),

=
⇣n

2

⌘2
� n̄2(rij)ds1s2 ,

(4.29)

where n is the number density of electrons, and

ñ(rij) = Â
k

1
V

⌧
c†

kscks

�
eik(ri�rj). (4.30)

Similarly, the three-body terms are also evaluated. The general Fourier Transform
of such a term is:

⌧
nis1njs2nks3

�
= Â

k1,q1,p1
k2,q2,p2

1
V3

⌧
c†

k1s1
ck2s1c†

q1s2
cq2s2c†

p1s3
cp2s3

�
ei((k1�k2)ri+(q1�q2)rj+(p1�p2)rk).

(4.31)
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• Â
k1,q1,p1
k2,q2,p2

1
V3

⌧
c†

k1s1
ck2s1c†

q1s2
cq2s2c†

p1s3
cp2s3

�
ei((k1�k2)ri+(q1�q2)rj+(p1�p2)rk) =

⇣n
2

⌘3
.

• Â
k1,q1,p1
k2,q2,p2

1
V3

⌧
c†

k1s1
ck2s1c†

q1s2
cq2s2c†

p1s3
cp2s3

�
ei((k1�k2)ri+(q1�q2)rj+(p1�p2)rk) = �

⇣n
2

⌘
n̄2(rjk)ds2s3 .

• Â
k1,q1,p1
k2,q2,p2

1
V3

⌧
c†

k1s1
ck2s1c†

q1s2
cq2s2c†

p1s3
cp2s3

�
ei((k1�k2)ri+(q1�q2)rj+(p1�p2)rk) = �

⇣n
2

⌘
n̄2(rij)ds1s2 .

• Â
k1,q1,p1
k2,q2,p2

1
V3

⌧
c†

k1s1
ck2s1c†

q1s2
cq2s2c†

p1s3
cp2s3

�
ei((k1�k2)ri+(q1�q2)rj+(p1�p2)rk) = �

⇣n
2

⌘
n̄2(rik)ds1s3 .

• Â
k1,q1,p1
k2,q2,p2

1
V3

⌧
c†

k1s1
ck2s1c†

q1s2
cq2s2c†

p1s3
cp2s3

�
ei((k1�k2)ri+(q1�q2)rj+(p1�p2)rk)

= n̄(rij)n̄(rjk)n̄(rik)ds1s2s3 .

• Â
k1,q1,p1
k2,q2,p2

1
V3

⌧
c†

k1s1
ck2s1c†

q1s2
cq2s2c†

p1s3
cp2s3

�
ei((k1�k2)ri+(q1�q2)rj+(p1�p2)rk)

= n̄(rij)n̄(rjk)n̄(rik)ds1s2s3 .
(4.32)

Thus, the general Wick’s contracted expression for the 3-body term is:

⌧
nis1njs2nks3

�
=
⇣n

2

⌘3
�

⇣n
2

⌘ ⇣
ñ2(rij)ds1s2 + ñ2(rjk)ds2s3 + ñ2(rik)ds1s3

⌘

+ 2ñ(rij)ñ(rjk)ñ(rik)ds1s2s3 .
(4.33)

The unconnected correlation function is obtained by combining all the terms to get :

⌧
Sz

i Sz
j hk

�
=

1
2
(n � 1)ñ2(rij)� ñ(rij)ñ(rjk)ñ(rik). (4.34)

It is helpful to first perform these calculations for the simple case of a Fermi liquid.
This not only allows us to check the veracity of the expressions we have obtained,
but also helps us distinguish those aspects of our results that exhibit non-Fermi be-
haviour. However, in the case of Fermi liquids, we cannot make the assumption that
the effects of having doublons in the system can be ignored. In a half-filled inter-
acting electron system following the t-J model, we have an RVB ground state which
admits no naturally occurring doublons. Thus, close to the half-filled state, the effects
of doublon interactions are minimal. However, the ground state of a Fermi liquid has
a roughly equal probability of having a spin up, spin down, holon, or a doublon, at
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any given lattice site if the system is predisposed with zero net-magnetization. So,
the doublon density in the system is around 25%. Thus, the effects of doublons in the
system cannot be ignored. This is further highlighted by the fact that negative-hole
density solutions occur if we naively use the old expression for the hole density, i.e.
hk = 1 � nk" � nk#.

To remedy this, we see that the electron number density at lattice site k can be
viewed as the probability of having one electron on that lattice site. Thus, the hole
density at lattice site k is equal to the probability of not having a spin up or a spin
down electron at k. hk = (1 � nk")(1 � nk#) = 1 � nk" � nk# + nk"nk#. This is
referred to as the Gutzwiller projector.

⌧
Sz

i Sz
j hk

�
=

1
4

⌧
(ni" � ni#)(nj" � nj#)(1 � nk" � nk# + nk"nk#)

�
. (4.35)

In a method analogous to the previous case, albeit more cumbersome, we evalu-
ate the spin-spin-hole correlators. The terms that need to be evaluated are:

⌧
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j hk

�
=

1
4

⌧
(ni" � ni#)(nj" � nj#)(1 � nk" � nk# + nk"nk#)

�
,

=
1
4

⌧
ni"nj" � ni"nj# � ni#nj" + ni"nj# � ni"nj"nk"

+ ni"nj#nk" + ni#nj"nk" � ni#nj#nk" � ni"nj"nk# + ni"nj#nk#

+ ni#nj"nk# � ni#nj#nk# + ni#nj#nk"nk# � ni#nj"nk"nk#

� ni"nj#nk"nk# + ni"nj"nk"nk#

�
.

(4.36)

The quadratic and cubic density terms can be evaluated in a manner that is iden-
tical in form to the expression calculated before. The only additional term of interest
is the the quartic term that is evaluated for a general case and is found to be the fol-
lowing:
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⌧
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(4.37)

Plugging this into our final expression for the correlator and simplifying gives the
following result.
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jk. (4.38)

4.4 Comparing with Quantum-microscopy experiments

We are now in a position to plot correlation functions for different lattice points
around a given dopant and compare the results with experimental data. In order to
do this, we are required to fix the temperature of the system and the doping density
to match the conditions in which Bloch’s experiments [7] were performed. So, we
operate at b = 2 and a hole density d = 5%.

FIGURE 4.5: The figures are the correlation plots around the doped
hole in the center of the lattice. The figure on the left is for a free
Fermi liquid. The figure on the right is for the Z2 fractional Fermi

liquid. The temperature is set to b = 2.

There is a clear qualitative difference in the plots that our models give when com-
pared to the plot that is obtained through experiment. The discrepancy seen away
from the dopant is particularly striking. While the experiment suggests that there is
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FIGURE 4.6: This figure represents the experimentally observed val-
ues obtained by Bloch’s group for the spin-spin-hole correlator. Fig-

ure from [7].

antiferromagnetic correlation between electrons away from the dopant, this feature is
not visible in our models. This is because the fractional-Fermi-liquid model admits
an RVB ground-state that does not allow for antiferromagnetic correlations.

We would like to proceed by checking if the polaronic signals grow stronger when
one lowers the temperature. b = 2 is high enough to majorly scramble the Fermi
surface of fractional Fermi-liquids. But, extending this evaluation for a smaller tem-
perature may allow us to see if there are greater qualitative similarities to what is
seen in Figure 4.6 . Figure 4.7 shows the lattice correlations for b = 20.

FIGURE 4.7: The figure shows the correlations throughout the lattice
predicted by the effective Z2 fractional Fermi liquid at b = 20.

The positive correlation for the innermost electrons is unexpected. They appear
for temperatures lower than b = 11 as shown in Figure 4.8. We see a feature that
not only shows strong deviations from Fermi behaviour, it is a bold prediction made
by the Z2 fractional Fermi liquid model. Further calculations of these correlators
using different models and experimental measurements of this function at temper-
atures indicated on the graph in Figure 4.8 will certainly lead us to deepening our
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understanding of the pseudogap phase.

FIGURE 4.8: The correlation between the innermost electrons as
a function of inverse temperature for the Z2FL⇤(black) and the

FL(blue) for different inverse temperatures

We hope to gain a little more insight on how differently our model works by com-
paring it with a few more results obtained by Bloch’s group. Bloch’s group studied
the transition of spin-spin-hole correlators measured on a particular lattice site for
different levels of hole-doping [6]. This allows us to test our model with a broad
range of hole doping densities.

Before comparing the correlator results to the experiment, we calculate the con-
nected correlator and normalize it in accordance with the paper [6]. The connected
correlator is defined in equation 3.4. The normalization is calculated for the cases
with and without the Gutzwiller projector. The hole operators are given:

hĥi = (1 � n) �! w/o Gutzwiller projection,

hĥi = (1 � n +
n2

4
) �! with Gutzwiller projection.

(4.39)

The variance of the magnetization can be written as:

s2(ŜZ
2 ) = s2(Ŝz

1) = hŜz
ri

Ŝz
ri
i =

1
4
h(n" � n#)(n" � n#)i,

=
1
4
hn"n" + n#n# � n"n# � n#n"i.

(4.40)

Let us first evaluate the general expression hns1ns2i

.
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From this, the variance is found to be:
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Now, we can plug this into our expression for the normalization constant h and
get the following:
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(4.43)

Thus, our connected correlators for the case with and without Gutzwiller projec-
tion is found to be given by:
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(4.44)

The results in Figure 4.9 provide a platform for many theories to be compared for
their relative merits in this particular context, and so, provide an ideal testing ground
for the Z2 fractional Fermi liquid model as well.
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FIGURE 4.9: The correlation functions for the two configurations
shown in the image inside the graphs. These are represented by blue
points. The diagram also contains different theoretical predictions
that one may obtain using the theories mentioned in the color scheme
above. In specific, the prediction made by Fermi liquid theory is seen

as the pink curve in both plots. Figure from [6]

The curve in the figure was obtained through Monte Carlo simulations [6]. These
curves can be compared to the correlators we have constructed for the Fermi-liquid
case. We start with a tight-binding Hamiltonian for electrons where the jumping pa-
rameter is t = 1. The Hamiltonian has the following form:

HFl = �Â
hiji

ĉ†
ia ĉja + h.c. (4.45)

This gives us the following dispersion relation.

ek = �2(cos kx + cos ky). (4.46)

With the energy levels at hand, we can obtain the electron-momentum distribution,
which is simply the Fermi-Dirac distribution

nk =
1

1 + eb(ek�µ)
. (4.47)

Integrating across the entire Brillouin zone reproduces the number-density of the
system. The Fourier transformed momentum distribution is obtained by transforming
the above expression to real space. Substituting them in our correlators, we can then
evaluate equation 4.44 for different hole densities .
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FIGURE 4.10: The top two figures are obtained from the analytical
expression of the spin-spin-hole correlator for the Fermi liquid case
(yellow) and the Z2FL⇤ case (blue). The bottom figures are exper-
imental data from reference [6] along with simulations of different
models which includes the Monte Carlo simulation of the free Fermi

liquid in pink that we are interested in.
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Many interesting features are observed in the graphs in Figure 4.10. As far as we
can tell by looking at the graphs, the yellow curves (our prediction of the Fermi liquid
theory) and the pink curves in Bloch’s groups’s graphs match reasonably well. This
is an encouraging sign as this assures us that the correlators that were constructed are
close to what is expected. But we see a huge discrepancy between the Z2 fractional
Fermi liquid correlators and the experimental data. Consider the bottom left graph.
For small hole densities, it is seen that the experimental data points show positive
correlations for nearest neighbour electrons - A clear break in the antiferromagnetic
background of which the system’s ground state is a part. The Z2 fractional Fermi
liquid, on the other hand, show strong negative correlations that quite possibly arise
out of RVB-ground-state correlations persisting at low doping. This suggests that at
this particular regime, the experiment does not admit RVB state correlations that are
assumed to exist in the Z2 frational liquid. The graph on the bottom right shows
a qualitatively better match to the blue curves that correspond to the same config-
uration. However, the Fermi liquid fits the experimental data better here. So we
conclude that the correlation signals we expect for a Z2 fractional Fermi liquid are
too strong in comparison to what is actually being seen.

It is not immediately possible to rule out the dimer model as the right model to
describe this system. It is conceivable that the Fermi surface is scrambled because
of the high temperatures utilized in the experiment. The spinon-hole bound states
have a bound-state energy ⇠ J whereas the Quantum gas microscopy experiments
are performed at ⇠ 1.4J. At this temperature, spinon-holon bound-states dissociate
to free spinons and holons. In fact, it is even possible that the temperature is too high
for the pseudogap phase to manifest. But what kind of features do we observe if the
correlations are evaluated at a lower temperature? Even if our results get no closer to
what Bloch observes, it is possible that later experiments at lower temperatures could
validate the dimer model. And so, we explore the behaviour of these correlators at
lower temperatures. We have chosen b = 20 and b = 200.

It is seen in Figure 4.11 that in all the four blue curves that a positive correla-
tion. This is interesting because this suggests that the Z2 fractional Fermi liquid has
a strong predisposition to align neighbouring spins along the same direction in the
vicinity of a hole at low hole doping densities. The small positive correlation that ap-
pears at lower temperatures suggest that the Z2 fractional Fermi liquid is capable of
exhibiting a sign-flip if the temperatures are low enough. While this may not repre-
sent the same sign-flip that Bloch’s group observes, it may be a verifiable prediction
if the experiment was performed at lower temperatures. On the other hand, it may
turn out that the regimes are entirely different, and what we are seeing may not be
realizable on an optical lattice with cold atoms.

The disparity between the experimental data and our results can be accounted for
by the fact that next to nearest neighbour hopping of electrons plays a crucial role
in explaining pseudogap phenomena. One reason why this interaction is important
for pseudogap phenomena is that the next to nearest neighbour hopping imparts a
dispersion to the doped holes and this subtly alters the energetics of the system [31].
However, since the experimental setup is built on an optical lattice with cold atoms,
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(A) The two figures represent correlations evalueted at b = 20. The figure on the left measures innermost
diagonal correlation of electrons while the figure on the right represents nearest neighbour correlations for the

innermost electrons

(B) The two figures represent correlations evalueted at b = 200. The figure on the left measures innermost
diagonal correlation of electrons while the figure on the right represents nearest neighbour correlations for the

innermost electrons.

FIGURE 4.11: The yellow curve is our prediction of the Fermi liquid
while the blue curve gives our prediction for the Z2 fractional Fermi

liquid.

any hopping beyond nearest neighbours is negligible. So, it might very well be that
the pseudogap regime is not realizable in this set-up. But these results are useful
because they predict that a sign flip in the innermost correlations is observed at tem-
peratures lower than b = 11. Future experiments performed at lower temperatures
that allow for next-to-nearest hopping will be able to directly test this prediction.
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Chapter 5

Slave boson mean field theory with

spinon/holon excitations

In this chapter, we move on to our next problem of interest. Our goal is to under-
stand the different phases of matter that arise if the low energy excitations of the t-J
model were a mixture of free spinons/ holons and spinon-holon bound-state excita-
tions. We hope to study such a system by obtaining its free energy and minimizing it
with respect to the order parameters present in the system. This provides us with self-
consistent equations which we can solve to obtain the exact dependence of the order
parameters as a function of hole-density. Before looking at the general case with
multiple low energy excitations, it is instructive to initially study the simple case of
having just the free spinon/holon excitations. We dedicate this chapter to study the
phases of the t-J model with spin-charge separation (free spinon/ holon excitations).

As a first step, it is instructive to understand the role of the spinon-pair conden-
sate in the Hamiltonian of our mixed system. It is also relevant to acquaint ourselves
with the concept of Bogoliubov quasiparticles. So, we look at the derivation of the
BCS mean-field theory.

5.1 BCS mean field theory

When an electron moves through a lattice, it distorts the cations on the lattice sites
around it creating quantized lattice oscillations known as phonons which pass through
the lattice and interact with other electrons. One can demonstrate that an effective
long-range attractive interaction can develop between electrons of opposite spins me-
diated by phonons [20]. This long-range interaction creates a bound-state of two
electrons with opposite spins that are referred to as a Cooper pair. In order to study
them, we we construct an attractive pseuduopotential between such electrons that
models the phonon mediated attraction. Let us assume an interacting Hamiltonian
of the form Hint = �gd̂(x). Converting to momentum space and writing in second
quantized formalism, the Hamiltonian becomes:

H = Â
k,s

c̄ks(ek � µ)cks �
g
V Â

k,q,Q
c̄Q+q," c̄�q,#c�k,#cQ+k,", (5.1)
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where c†
ks is the electronic creation operator, ek is the free particle dispersion, µ is the

chemical potential and g is the interaction strength. We want to perform a mean-field
decoupling of the action that has terms that have been decoupled along the Cooper-
pairing channel. In order to do so, let us define a Cooper pair creation operator [30]:

D̄Q :=
g
V Â

k
c̄k+Q," c̄�k,#. (5.2)

Below a critical temperature, DQ condenses such that all the Cooper pairs set-
tle at the zero-momentum state. Performing a mean-field decoupling of the quartic
spinon-operator reduces the interacting Hamiltonian to an effective quadratic opera-
tor given by:

Hint = �
g
V Â

k,q,Q
c̄Q+q," c̄�q,#c�k,#cQ+k,"

⇡ �
V
g Â

Q
(D̄QhDQi+ hD̄QiDQ � hD̄QihDQi)

= �Â
k
(Dc̄k" c̄�k# + h.c.) +

V
g
|D|2,

�
using the ansatz hD̂Qi = DdQ,0

�
.

(5.3)

The entire matrix can then be written in Nambu spinor notation in the following man-
ner:

H(D⇤, D) = Â
k,s

c̄ks(ek � µ)cks � Â
k
(Dkc̄k" c̄�k# + h.c.) +

V
g
|D|2,

= Â
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�
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Hz }| {✓

ek � µ D
D̄ µ � e�k

◆✓
ck"

c̄�k#

◆
+ Â

k
(ek � µ) +

V
g
|D|2.

(5.4)

We diagonalize the above matrix through a Bogoliubov transformation which
’rotates’ the coordinate system to a frame of reference that diagonalizes the Hamil-
tonian. This constitutes defining a new set of creation-annihilation operators that
are written as a linear combination of the electronic operators and obey fermionic-
anticommutation relations. The constituent quasiparticles are referred to as the Bo-
goliubov quasiparticles. They are written as:

✓
gk"

ḡ�k#

◆
=

✓
cos qk sin qk
� sin qk cos qk

◆✓
ck"

c̄�k#

◆
= M

 
ck"

c̄�k#.

!
(5.5)

where qk is an angle that is chosen so as to diagonalize the Hamiltonain. Setting
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D 2 R, the Hamiltonian can be written as:

H = Â
k,s

�
ḡk" g�k#

�
MHM†

 
gk"

ḡ�k#

!
+ Â

k
(ek � µ) +

V
g
|D|2. (5.6)

We now find an appropriate qk that diagonalizes the Hamiltonian. We see that:

MHM† =

 
(ek � µ) cos 2qk � D sin 2qk �(ek � µ) sin 2qk � D cos 2qk
�(ek � µ) sin 2qk � D cos 2qk �(ek � µ) cos 2qk + D sin 2qk

!
.

(5.7)

This gives tan 2qk = �
D

ek � µ
.

=) cos 2qk =
ek � µp

(ek � µ)2 + D2
, and sin 2qk =

Dp
(ek � µ)2 + D2

,

(5.8)

The final BCS mean-field Hamiltonian reads:

HMF = Â
k,s

Ekḡksgks + Â
k
(ek � µ) +

V
g
|D|2, (5.9)

where Ek =
p
(ek � µ)2 + D2 is the quasiparticle dispersion with an energy gap of

D.

For the purposes of this thesis, we are interested in the zero-temperature momen-
tum distribution of the electrons. This is found to be:

nF(k) = hc†
k"ck"i,

= h(cos qkg†
k" � sin qkg�k#)(cos qkgk" � sin qkg†

�k#)i,

= sin2 qk + cos 2qkhg
†
k"gk"i,

(5.10)

where nF(k) is the momentum distribution of the electron. From the trigonometric
relations derived in equation 5.8, we set the temperature of the system to zero and
obtain:

nF(k) =
1
2

✓
1 �

ek � µ

Ek

◆
. (5.11)
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5.2 Free energy derivation

Consider the t-J model with spin-charge separation, that is, a model where the spinons
and holons have free particle dispersions. Such a system has sufficient information
to capture many properties exhibited by the doped Mott insulator, while at the same
time being simple enough to work with. For this calculation, we closely follow the
discussion presented in Koliar and Liu (1989) [4]. First, we explore the zero temper-
ature behaviour of the order parameters. This gives a qualitative idea as to where the
critical temperatures are located. Consider the spinon-pairing field D which couples
free spinons of opposite spin. But , due to thermal fluctuations, there is a tendency
for singlet pairs to dissociate back into free spinons. There is a tug-of-war between
entropy and the phonon-mediated attractive interaction set up in the system. So, the
critical temperature for spinon-pairs to dissociate can be expected to have the same
order of magnitude as the spinon-pairing strength at zero temperature.

To start off, we perform a mean-field analysis of the t-J model in the slave boson
formalism introduced in equation 4.6 . Here, in the interest of comparing our results
with Kotliar and Liu [4], we employ the same definitions for the pertinent fields in
the problem. The new order parameters we choose are defined as:

cx =
3J
2
h f †

i,s fi+x,si,

cy =
3J
2
h f †

i,s fi+y,si,

Dx =
3
2
h fi" fi+x̂# � fi# fi+x̂"i,

Dy =
3
2
h fi" fi+ŷ# � fi# fi+ŷ"i.

(5.12)

It was discussed in the derivation of equation 4.6 that the t-J Hamiltonian in the
slave-boson formalism is written as :

H =Â
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(1 � b̄ibi)(1 � b̄jbj

�
� t Â

ijs
( f̄isbib̄j f js + h.c.).

(5.13)

Performing the H.S. transformation in a manner similar to equations 4.7 and 4.8, we
get the following result:
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The spinon-holon-interaction term cannot be transformed using a fermionic H.S.
transformation. Here, we make the simplifying assumption that the holons are all
condensed in the zero momentum state. A condensate of holons has an extensive
number of holons in a single particle state that leads to the result described below.

b†
|ni =

p
n + 1|n + 1i ⇡

p
n|ni,

=) hn|b†
|ni ⇡

p
n.

(5.15)

Here |ni refers to the Fock-state with n bosons in the ground state and none in
the higher energy states. The operator b† represents any bosonic creation operator.
The spinon-holon-interaction term then gives:

�t Â
ijs
( f̄isbib̄j f js + h.c.) ⇡ �t Â

ijs
f̄is f jsd (5.16)

where d, which counts the holons in the zero momentum state is given by
p

d ⇠

hb†
i i. Another modification made to the Hamiltonian is that we multiply it by a factor

of 6J. The spinon-holon interaction term t and the Matsubara frequency terms that
come when writing the action are transformed such that the entire action scales by a
constant factor. This does not affect the subsequent minimization of the free energy
as the location of its local extrema are still preserved. This reduces the Hamiltonian
to [4]:
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2).

(5.17)

It follows that the partition function before integration takes the form:

Z =
Z
D[ f̄ , f ]e�

R b
0 dt(ÂN

i=1 f̄i(t)∂t fi(t)+H0[ f̄ , f ]�µN̂[ f̄ , f ]), (5.18)

where we have defined D[ f̄ , f ] = limM!• ’M
n=0 d[ f̄ , f ]. Now, we perform the

above functional integral and deduce the corresponding free energy of the system
from the standard thermodynamic relation F = �(1/b) logZ . The free energy is
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found to be [4]:

F = �2T Â
k

log cosh(bEk/2)� µN +
2N
3J

(|cx|
2 + |cy|

2 + |Dx|
2 + |Dy|

2)

(5.19)

where cx = |cx|eiax , cy = |cy|eiay , Dx = |Dx|ebx , Dy = |Dy|eiby , and q :=
by � bx.

Here ai, bi represent angles that we obtain when we parametrize the orderparam-
eters in polar coordinates.

We also have Ek =
p
(ek � µ)2 + 4|Dk|

2), where ek = �dtKk � 2(|cx| cos (kxa � ax)+
|cy| cos (kya � ay), Dk = 2(Dx cos kxa + Dy cos kya) and Kk = 2(cx cos kxa +
cy cos kya).

Particle conservation imposes:

1 � d = Â
s
h f †

is fisi. (5.20)

5.3 Phase diagram for spinon/holon excitations

The different phases of matter exhibited by the system can be inferred by solving the
equations that result from minimizing the free energy given in equation 5.19. As a
first step, the number of variables in equation 5.19 is reduced by noticing that the
following constraints minimize the free energy [4]:

ax = ay = 0,
cx = cy := c,
|Dx| = �|Dy| := ±|D|,
q = p.

(5.21)

We can now minimize the free energy with respect to the order parameters D̄ and c̄
and obtain the following self-consistent equations at zero temperature.

c = �
3J
8N

Z p

�p

d2k
4p2

(ek � µ)
Ek

Kk, (5.22)

1 =
3J
8N

Z p

�p

d2k
4p2

2G2
k

Ek
. (5.23)
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where Gk = D(cos kx � cos ky). A third equation is obtained from evaluating the
RHS of equation 5.20 at zero temperature. The exact expression is derived here:

hdi =
Z p

�p

d2k
4p2 (1 � 2nF(Ek)), (5.24)

where n f (Ek) is the momentum distribution of the electron as calculated in equation
5.11 (Note that this is not the Fermi-Dirac distribution). Using this, we calculate the
hole density distribution to be:

d =
Z p

�p

d2k
4p2

✓
ek � µ

Ek

◆
. (5.25)

This forms the third self-consistent equation that needs to be solved. Now that
we have three equations and three variables, we can solve the equations to find out
how the coupling strength of the spinon pairs changes with hole density.

Setting N, J = 1 and t = 10 [4], the self-consistent equations are solved by
a fixed point iteration scheme. Here, guess values for c, d and D are plugged into
equations 5.22, 5.23 and 5.25 and and their values are iteratively updated until they
converge. This calculation is then repeated by changing the chemical potential until
we have sufficient data points to plot a D(d) curve and c(d) curve. The following
curves in Figure 5.1 are obtained at the end of this procedure.

FIGURE 5.1: Figure illustrates two different curves, c and D as a
function of hole density d at zero temperature. The dashed line is

c(d) while the dotted line is D(d). Figure from [4]

It is seen from this curve that c is nearly independent of the hole density as it
consistently hovers above 0.5. D(d), however, decays with hole doping. It is seen
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that spinon-pairing disappears at around 35% hole doping. As argued before, we ex-
pect a very similar trend when looking at the critical temperature for the spinon-pair
condensate.

We are now in a position to calculate the critical temperature for the spinon-pairs
to condense as a function of d. It is our goal to obtain the phase diagram of the 2D
t-J model in the slave-boson representation that are permeated by spinons and holons.

For this problem, however, the unknowns are Tc, d and c. D is, by definition, zero
at the critical temperature. As D is zero, there are no off-diagonal elements in the
Nambu matrix and we are free to use the Fermi-Dirac distribution for the momentum
density of electrons. Our self-consistent equations then read:

c = �
3J
8N

Z p

�p

d2k
4p2 Kk tanh

✓
ek � µ

2Tc

◆
, (5.26)

1 =
3J
8N

Z p

�p

d2k
4p2

2G2
k

ek � µ
tanh

✓
ek � µ

2Tc

◆
, (5.27)

d =
1
N

Z p

�p

d2k
4p2 tanh

✓
ek � µ

2Tc

◆
. (5.28)

Solving these equations through fixed-point iteration, one obtains Figure 5.2 :

FIGURE 5.2: Figure illustrates two different curves, c and Tc as a
function of hole density d at the temperature. Tc is the critical tem-
pearture for the spinon-pair condensate to form. The dashed line is

c(d) while the dotted line is Tc(d). Figure from [4].

We can see a qualitative similarity between Figure 5.1 and 5.2. While the critical
temperature was larger than the anticipated at d = 0, it decays to zero at around the
same hole-density. The graph is steeper, but the initial guess retains all the essential
features of the actual curve.
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Finally, all that remains is to calculate the holon condensation temperature as a
function of a hole doping for which the results obtained in [4] are displayed. It is
seen that holon condensation, like any bosonic condensation, does not occur at finite
temperatures in 2D systems. But, even the introduction of a tiny interlayer hop-
ping in the holon dispersion relation gives a non-zero holon-condensation tempera-
ture. The holonic tight binding dispersion looks like ek = �tb(2 cos kx + 2 cos ky +
rz cos kz). This temperature is not very sensitive to the choice of rz as it only scales
logarithmically [21,22], and even a choice of rz ⇠ 0.1tb is sufficient to give the
desired results.

FIGURE 5.3: Figure illustrates two different curves, Tc and Th as a
function of hole density d. Tc, Th are the spinon-pairing and holon
condensation temperatures respectively. The dashed line is Th(d)

while the dotted line is Tc(d) Figure from [4].

As the dashed line and dotted lines cross each other, one sees four different phases
of matter manifesting in Figure 5.3. A fifth phase is also seen in Figure 5.2 where
one observes the c = 0 phase above the dashed line. So, combining all the features
that this system is showing, we have the following diagram that catpures the different
phases of matter:
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FIGURE 5.4: Figure illustrates the different phases of matter that our
system exhibits. The curve on the top demarcates the c = 0 phase.
The dashed line with a positive slope corresponds to the critical tem-
perature for holon condensation whereas the dashed line with the neg-
ative slope corresponds to the critical temperature of the spinon-pair-

condensates (D = 0). Figure from [25].

As seen in Figure 5.4, the incoherent phase c = 0 is seen at high temperatures
when there is no spinon hopping and all order parameters are zero. In the uniform
RVB state (IV in Figure 5.4), only c is nonzero, while D, d = 0, while in the spin-gap
state (II), d = 0. This corresponds to a state where none of the holes are condensed
which gives rise to incoherent charge-dynamics. The superconducting state cannot
occur in these conditions as it requires the holons to condense as well. This can be
interpreted as the pseudogap phase, a state that is a precursor to the superconductor
[23]. (I) is characterized by free spinons and holons none of which condense. This
gives rise to classic Fermi-liquid behaviour as there are no off-diagonal terms in the
Hamiltonian in this regime. It is in regime (III) that superconductivity is exhibited
as there is both spinon pairing and holon condensation. One can understand this by
looking at electrons through the slave-boson formalism. The physical electron is rep-
resented by the operator f †

isbi, and the Cooper condensate of entangled electrons is
then given by hbi f †

i"bj f †
j,#i ⇠ hbibjih f †

i," f †
j,#i. This works under the assumption that

there is vanishingly small interaction between holons and spinons which is why one
can decouple them. Under this assumption, in order to have a Cooper condensate of
electrons, we require a spinon-pair condensate as well as a holon condensate.
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Chapter 6

Slave-boson mean-field theory with

spinon-holon bound states

Kotliar and Liu [4] treated the underdoped Mott insulator as a system of spinons and
holon fluctuations. While this captures many interesting and relevant phenomena,
one cannot ignore its limitations. As discussed before, in the pseudogap phase of
cuprates, we have reason to believe that the area of the Fermi surface, in accordance
with Luttinger’s theorem, goes as ⇠ d and not ⇠ 1 + d (which is expected if the
charge carrier is a hole). We have also seen evidence of Fermi arcs that cannot be
realized in a free system of spinons and holons. But the dimer model in the Z2 frac-
tional Fermi liquid regime provides a satisfactory explanation to the appearance of
Fermi arcs at low doping densities and gives the correct charge relation that enables
Luttinger theorem to hold. It is worth exploring the different phases of matter one
expects if the low-energy excitations of the system’s Fermi surface are dominated by
spinon-holon dimers rather than free spinons and holons.

As shown in equation 4.12, we have a Lagrangian in terms of F, D and c and
their complex conjugates. By allowing hci 6= 0, we access RVB ground states
in the system at zero doping.This is seen in the following term of the Lagrangian.
⇠ aD

3 Âijkl D̄ijDjkD̄klDli.

Such a system exhibits four possible phases of matter. They are presented in Fig-
ure 6.1
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FIGURE 6.1: The schematic phase diagram represents the phases of
matter that can exist for the Lagrangian given in equation 4.12 for
c 6= 0. FL and SC denote the Fermi liquid and the superconducting
state respectively whereas the states for which hbi = 0 represent the

two kinds of fractional Fermi liquids possible. Figure from 24.

Since hc†
k"c†

�k#i ⇠ hbbih f †
k" f †

�k#i, we need both spin-pair condensation and
holon condensation for the superconducting state to arise. When spinon-pair con-
densates do not form, then we have a Fermi liquid state. The state with no holon
condensation or pair condensation only has the nonzero spinon hopping term, mak-
ing it a strange metal. Finally, the phase having only spinon-pair condensation is
seen to be the pseudogap phase from the Feynman diagram given in Figure 4.2.

Let us look at the pseudogap phase in particular. From Figure 4.2, we infer
the following relation between the electronic and dimeric creation operators. cis ⇠

Âj F̄ijsDij ⇡ D Âj F̄ijs for hDi 6= 0, just as in equation 4.17. Through this relation,
one see that the area of the Fermi surface of electrons scales as the number density
of dimers, which is equal to the number of holes counted from the half-filling state.
This accounts for the discrepancy noted in experiments with respect to Luttinger’s
relation, and as expected in the pseudogap phase, the area of the Fermi surface scales
with d.

However, it is important to realize that the boundaries between phases given in
Figure 6.1 may not lie exactly as depicted. We need to understand the exact form of
these boundaries so that we may be able to quantitatively predict the critical temper-
atures and hole densities for which phase-transitions happen.

6.1 Free energy derivation

So, following a similar methodology as discussed when we studied the free spinon
system, we shall explore the exact form of the phase diagram of cuprates if it were
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dominated by bound-state excitations. We first attempt to figure out the critical tem-
peratures at which spinon-pair condensates form. This is calculated as a function of
hole-density. The action of the system was already worked out in equation 4.9. In
order to make it compatible with the results obtained in [4], we redefine the order
parameters in a manner similar to 5.12 and rescale the coupling parameter J as was
done in 5.17. The action then takes the form:

S =Â
i,s

f̄is(∂t � µF) fis � J Â
i,j,s

cij f̄is f js + h.c. � t Â
hiji

f̄isbib̄j f js

+Â
hiji

JD̄ij( fi" f j# � fi# f j") + h.c. + Â
i

b̄i(∂t � µF + µB)bi

+
2
3J Â

hiji
(|cij|

2 + |Dij|
2).

(6.1)

We first explore the possibility of having a mixed system with both spinon/holon
bound states and free spinon/holons. The reason for doing this twofold. One, we
construct it in such a way that we can continuously tune the system to move from
the pure spinon/holon case to the pure fermionic bound-state case. This allows us to
check our results by using the former case as an anchor. Two, it is conceivable that
both excitations may be present in a real system and so, it is important that we study
the mixed system. The mixed terms are simultaneously introduced in the following
manner:

�t Â
hiji

f̄isbib̄j f js = �t(1 � a)Â
hiji

f̄isbib̄j f js

| {z }
H.S. Transf. for spinon/holon excitations

� ta Â
hiji

f̄isbib̄j f js

| {z }
H.S. Transf. for dimers

. (6.2)

where a is a tunable parameter that allows us to move from the pure-spinon case
(a = 0) to the pure dimer case (a = 1). Performing the H.S transformations similar
to equation (refer), we arrive at the following action:

S =Â
i,s

f̄is(∂t � µF) fis � Â
i,j,s

(Jcij + t(1 � a)d) f̄is f js + h.c.

+Â
hiji

JD̄ij( fi" f j# � fi# f j") + h.c. + Â
i

b̄i(∂t � µF + µB)bi

+
2
3J Â

hiji
(|cij|

2 + |Dij|
2) + +|Dij|

2) + Â
i,j

atF̄ijsFijs

+ Â
ij

atij
p

2
(F̄ijs( fisbj + f jsbi) + h.c.).

(6.3)

We now Fourier transform the action. Note that the volume terms (1/V) are ab-
sorbed into the momentum sums. First consider the ⇠ F̄ f b terms.
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Â
hiji

atij
p

2
F̄i,j,s( fi,sbj + f jsbi) + h.c.,

= Â
i,h,s

at
p

2
F̄i,i+h,s( fisbi+h + fi+h,sbi) + h.c., with h 2 [±êx,±êy]

= Â
i,h,s
k,q,p

at
p

2
F̄k,h,s( fq,sbp+ei(k.ri�q.ri�p(ri+h)) + fq,sbpei(k.ri�p.ri�q(ri+h))) + h.c.,

=Â
h,s
k,q

at
p

2
F̄k,h,s fq,sbk�q(e�i(k�q).h + e�iq.h) + h.c..

(6.4)

We assume that all the holons are present in the zero-momentum state. This is an
approximation at temperatures higher than the holon-condensation temperature but
works well at the temperature scale pertinent to our problem. This entails the follow-
ing constraint:

bk�q ⇡
p

dd(~k �~q). (6.5)

So, we get the following expression.

Â
h,s
k,q

s
a2t2d

2
F̄k,h,s fq,s(1 + e�iq.h) + h.c. = Â

h,s,k,q

s
a2t2d

2
fq,sL̄k,h,s + h.c., (6.6)

where we have defined L̄k,h,s = F̄k,h,s(1 + e�iq.h). Next, we consider:

Â
hiji

|Dij|
2 = 2N|D|2, (6.7)

where we have used the fact that all bonds measure to be D and there are 2N bonds
in total. A similar calculation for cij gives

Â
hiji

|cij|
2 = 2N|c|2. (6.8)
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The next term:

Â
hiji

Dij( f̄i" f̄ j,# � f̄i# f̄ j,") + h.c. = Â
hi,i+hi

2Di,i+h( f̄i f̄i+h � f̄i+h f̄i) + h.c.,

= Â
i,k,q,p

Dk f̄q fp(ei(k.(ri+x)+q.ri�p.(ri+x))
� ei(k.(ri+y)+q.ri�p.(ri+y))) + h.c.,

= Â
k,q,p

(Dp�q f̄q f̄p � Dq�p f̄p f̄q)(ei((p�q).x�p.x)
� ei((p�q).y�p.y)) + h.c.,

= Â
k

2D f̄k f̄k(2 cos(kx)� 2 cos(ky)) using the ansatz Dp�q = Dd(~p �~q).

(6.9)

The next term:

Â
hiji,s

atij F̄ijsFijs = Â
i,h,s

atij F̄i,i+h,sFi,i+h,s,

= Â
i,h,s
k,q

atF̄k,h,sFq,h,sei(k.(ri+h)�iq.(ri+h)),

= Â
k,h,s

atF̄k,h,sFk,h,sei(k.h�k.h),

= Â
k,h,s

atF̄k,h,sFk,h,s.

(6.10)

The final action is given by:

S =Â
k,s

f̄k,s(�iwk + µF + (Jc + (1 � a)td)Kk)| {z }
zk

fk,s

+ Â
h,s,k,q

s
a2t2d

2
fq,sL̄k,h,s + h.c.

+ Â
k

2JD̄k (2 cos kx � 2 cos ky)| {z }
Gk

( fk," f�k,#) + h.c.

+
4J
3N

(|c|2 + |D|2) + Â
k

atF̄k,h,sFk,h,s.

(6.11)
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We can then write the action in Nambu spinor notation as follows:

S =Â
k

�
f̄k" f�k#

�
Mz }| {✓

�iwk + zk 2JDGk
2JD̄Gk �iwk � zk

◆✓
fk"

f̄�k#

◆

+ Â
k,h

�
f̄k" f�k#

�

0

BB@

at
p

d

2
Lkh"

at
p

d

2
L̄�kh#

1

CCA

+ Â
k,h

✓
at
p

d

2
L̄kh"

at
p

d

2
L�kh#

◆✓
fk"

f̄�k#

◆
+

4J
3N

(|c|2 + |D|2)

(6.12)

We define the following f1 :=
✓

fk"
f̄�k#

◆
and lkh :=

0

BB@

at
p

d

2
L̄kh"

at
p

d

2
L�kh#

1

CCA. Conse-

quently, the partition function is written as:

Z =
Z

D[ ¯f1k, f1k]e�Âk f̄1k M f1k+Âkh( f̄1klkh+l̄kh f1k)�at Âkhs F̄khsFkhs�2NJ|c|2�2NJ|D|2 .

(6.13)

Integrating out the spinon degrees of freedom leaves behind the following F depen-
dent terms:

SF̄,F = �Â
kh

td2

2

⇣
L̄kh" L�kh#

⌘
M�1

 
Lkh0"

L̄�kh0#

!
+ Â

khs

atF̄khsFkhs. (6.14)

In order to simplify calculations, this is cast into a 4X4 matrix where the varaibles
are the two real-space coordinates and the two Nambu-spinor indices (The matrix is
diagonal in momentum space).

SF̄,F =Â
k,h,h0

�
F̄kh" F�kh#

�
Akhh0

 
Fkh0"

F̄�kh0#

!
,

with Akhh0 =

0

BBB@

(�iw � zk)((a
2t2d/2)gkhh0)

�w2 � z2 � 4|Dk|
2 + atdhh0 �

2DGk(a
2t2d/2)gkhh0

�w2 � z2
k � 4|Dk|

2

�
2D̄Gk(a

2t2d/2)gkhh0

�w2 � z2
k � 4|Dk|

2

(�iw + zk)((a
2t2d/2)gkhh0)

�w2 � z2
k � 4|Dk|

2 � atdh,h0

1

CCCA
.

(6.15)

where gkhh0 = (1 + e�ikh)(1 + eikh0 ). Thus, the total free energy is:
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S = �
1
b
(Tr ln Mk � Tr ln Akhh0) +

4N
3J

J|c|2 +
4N
3J

|D|2, (6.16)

where the trace in the first term is over momentum, k, and Nambu space. The
trace for the second term is over k, h, h0 and Nambu space.

6.2 Zero temperature behaviour of c and D
We minimize the free energy with respect to the parameters D̄ and c̄, we then derive
self-consistent equations, which when solved, allows us to extract the behaviour of
our system at different temperatures and hole density. In this thesis, we shall focus
on the zero temperature results of such a minimization.

∂S
∂D̄

= �Tr
✓

M�1 ∂M
∂D̄

◆
� Tr

✓
A�1 ∂A

∂D̄

◆
+

4N
3J

D !
= 0. (6.17)

Similarly, we minimize the free energy with respect to c and get:

∂S
∂c̄

= �Tr
✓

M�1 ∂M
∂c̄

◆
� Tr

✓
A�1 ∂A

∂c̄

◆
+

4N
3J

c
!
= 0. (6.18)

These two equations reduce to the following:

1 =
3J
8N

Z p

�p

d2k
4p2

2G2
k

xk
tanh

✓
bxk
2

◆
, (6.19)

c =�
3J
8N

Z p

�p

d2k
4p2

 
2adt + ck + datKk/2

xk

!
tanh

✓
bxk
2

◆
Kk. (6.20)

To calculate the hole density, we use the same expression derived in the free-
spinon system (equation 5.11) for the zero-temperature case. The reason that the
same expression works is that the zero-temperature momentum distribution for an
electron is independent of the nature of the quasiparticles in the systems, as quasi-
particles arise only in finite temperatures. Following a similar argument as in the free
spinon calculation (equation5.24), the hole density is given by the following:

d =
Z p

�p

ckq
c2

k + 4|D|2G2
k

, (6.21)
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where the following symbols are used:

Gk =2(cos kx � cos ky),
Kk =2(cos kx + cos ky),
ck =µF � (Jc + td(1 � a))Kk,

xk =
�
5d2a2t2 + 4G2

k |D|
2 + 4datck + c2

k +
1
2

dat(dat cos 2kx + 4(2dat + ck) cos 2ky),

+ 4 cos ky + 4 cos kx(2dat + ck + dat cos ky) + dat cos 2ky
�1/2.

(6.22)

The three self-consistent equations can be solved using a fixed-point iteration. Set-
ting N, J = 1 and t = 10 [4], we solve these equations separately for different values
of alpha at zero temperature. As discussed in the free spinon case, the zero temper-
ature behaviour of the spinon-pairing field is similar to the critical temperature for
the formation of the spinon-pair condensate. We expect a similar qualitative trend to
hold in this calculation as well. Due to time constraints, we are unable to perform
the finite temperature calculations here to compare.

At zero temperature, the three self-consistent equations reduce to:

1 =
3J
8N

Z p

�p

d2k
4p2

2G2
k

xk
, (6.23)

c =�
3J
8N

Z p

�p

d2k
4p2

 
2adt + ck + datKk/2

xk

!
Kk, (6.24)

d =
Z p

�p

ckq
c2

k + 4|D|2G2
k

. (6.25)

We compute the zero-temperature value of D and c as a function of d. These are
plotted for different values of a as shown in figure 6.2.
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FIGURE 6.2: The two figures represent the D vs d and c vs d curves
respectively, for different values of a.

Many noteworthy features are observed in Figure 6.2. Firstly, it is noted that the
at a = 0, both graphs match the free spinon calculation in Figure 5.1. This is encour-
aging because this tells us that the remainder of the calculation for all other values
of alpha are likely to contain the correct constants of proportionality. Second, we
see that in the first plot, for a > 0.5, that D does not smoothly fall to zero. Beyond
d ⇠ 5%, the only solution for the self-consistent equations is D = 0. This suggests
that a system with a strong preference towards forming dimers over free spinons/
holons displays superconductivity or the pseudogap state at extremely low hole dop-
ing. Finally, it is also seen that for a < 0.5, the form of the D curves is qualitatively
similar to what is seen in the a = 0 case. The only difference is that D decays to zero
faster for higher values of d.

Looking at the c plots, it is immediately obvious that while free spinons and
holons give rise to a spinon hopping amplitude that is independent of hole density,
the spinon hopping amplitude here rises steeply with the introduction of dimer states
in the lattice. Another curious point worth noting is the fact that a = 1 does not
allow for spinon hopping at higher percentages of hole doping. The reason for this is
that hole-doping makes the energy bands in the system more energetic until a point
is reached where the lowest energy band of the system is more energetic than the
chemical potential. Here, it is energetically favourable for all the electrons to leave
the Fermi surface, the holon density is reported to be d ⇠ 100%. This observation
is however, not carried forward at a = 0.75, where we see that there is a peak in the
hopping amplitude beyond which the curve stabilizes at around c ⇠ 0.3. However,
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an intuitive understanding of these findings is still lacking.
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Chapter 7

Conclusion

In this thesis, all our efforts are focused on developing testable predictions of the
quantum dimer model which is derived using a slave-boson description of the the
t-J model. We derive spin-spin-hole correlations for the Z2 fractional Fermi liquid
in which we assume that low energy excitations of the Fermi surface manifest as
dimers. The correlation function is then plotted at different lattice points (Figure 4.5)
for all relevant configurations and is compared to a similar plot displayed in Figure
4.6 from experiment [7]. The experiment observes a strong magnetic polaron sig-
nal that is seen from the inner electrons being negatively correlated while all other
electrons being positively correlated along the diagonals. This is in direct conflict
with what was predicted by the Z2 fractional Fermi liquid. It is seen here that the
correlations are strictly negative and the innermost electrons have correlations that
are two orders of magnitude larger than the outer electrons. The same calculations
are also performed for the Fermi liquid case where a correlation signal that is consis-
tently stronger by an order of magnitude compared to the FL⇤ case is seen. So, it is
clear that for this particular experimental setup, our theory does not match the data
observed.

These calculations are repeated for lower temperatures to see if similar qualitative
features persist. Figure 4.8 shows that when one goes below b = 11, the innermost
electrons correlate positively with each other while the outer electrons have nega-
tive diagonal correlations. The latter is expected for any theory that admits an RVB
ground state and hence, is not very surprising. But the correlations of the innermost
electrons was unexpected. This is clearly a bold prediction that the quantum dimer
model makes, paving the way for future experiments and simulations to test this the-
ory.

We then look at normalized and connected spin-spin-hole correlations for spe-
cific configurations as a function of hole density for both the quantum dimer model
and the Fermi liquid. These are compared to the experimental data [6] displayed in
Figure 4.9. It is seen in Figure 4.10 that the Fermi curve predicted by Wick’s theo-
rem through theory matches with the Fermi curve obtained in reference [6] through
Monte Carlo simulations. But when we compare the quantum dimer model’s pre-
dictions to the data points given (Figure 4.10), stark deviations are observed in the
low doping regime. One of the key features of Bloch’s data is the sign-reversal of
the correlation functions observed on the left in Figure 4.9 . Our calculations, on the
other hand, predict a strictly negative correlation function for all hole densities.
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The same calculations are then repeated at much lower temperatures and shown
in Figure 4.11. It is seen that a small crossover is indeed observed within the frame-
work of quantum dimer model itself. While these results are inconclusive at this
stage, it seems plausible that the Fermi surface of the Z2 fractional Fermi liquid is
scrambled at the temperatures at which the experiment was performed and that lower
temperatures show some distinct features of this phase of matter.

The apparent disparity between the experiments discussed and the predictions
made by the quantum dimer model certainly does not entail that we dismiss the quan-
tum dimer model. There are many reasons why the set-up used by Bloch’s group
may not match the kind of system for which the quantum dimer model is designed to
work. It is possible that Bloch’s group is operating at a temperature scale that is too
high for the quantum dimer model to be relevant. Bloch’s group’s experiment was
set up at T ⇠ 1.4J where as the spinon-holon bound states have a binding energy
⇠ J. So, it is likely that the bound-state description is not valid at the temperature
scale being considered in this experiment. Also, it is often the case that in an optical
lattice with ultra-cold atoms, the next-to-nearest hopping of electrons is negligible.
However, this hopping term is of primary importance for the pseudogap phase to
manifest and the creation of the Z2 fractional Fermi liquid model. So, if the setup in
the experiment does not allow for this phase of matter, the mismatch seen with this
model is understandable.

Another aspect of the quantum dimer model we study is the phases that can arise
when the underdoped Mott insulator allows for spinon and dimer excitations. Having
constructed the t-J model for such a system, we minimize the free energy and derive
the the self-consistent equations which, when solved, allow us to predict the different
phases that arise at zero temperature. It is encouraging to see that our calculation for
the free spinon/holon (a = 0 case seen in Figure 6.2) case matches with the expected
curves predicted for the free spinon case in Figure 5.1.

It is seen in Figure 6.2 that for a system dominated by electron-hole bound-state
excitations, the spinon pairing strength goes discontinuously to zero beyond d ⇠ 5%.
This suggests that any sign of superconductivity in such a system will not manifest
at larger doping densities. Another curious feature that is seen is that systems which
favour bound-state excitations (a > 0.5) have spinon-pairing terms that fall to zero
discontinuously beyond a critical hole density. Only further investigation will tell us
what exactly is happening here.

We also see in Figure 6.2 that the introduction of dimer excitations in a sea of
spinon/holon excitations gives rise to a spinon-hopping amplitude that increases with
increasing hole density. This is different from what is predicted for the free spinon
case where the spinon hopping amplitude shows no strong response to changes in
hole density. Another curious feature that was observed for systems with a > 0.5
was that the c(d) curve is nonlinear. This is, however, not seen for the case where
there are no free spinon excitations, where we see that no more data points are gen-
erated for densities higher than a critical hole density. This suggests the existence of
a discontinuous phase transition which leads to a sudden change in particle number,
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but it is not clear why this might be happening. Further investigations are required to
completely understand all the features that we see in our plots.

7.1 Outlook

There are many interesting problems worth exploring at this stage. We still do not
have a clear understanding of why there happens to be a critical hole density beyond
which all the order parameters of the spinon-hole bound-state dominated system dis-
continuously fall to zero. We also wish to solve for the critical temperature required
for the spinon-pair condensates to form as a function of hole density. While this
is something we can estimate qualitatively from the results we have, a quantitative
plot is required in order to make precise predictions. Another problem we could not
address in this thesis was that of finding the holon-condensation temperature. Knowl-
edge of this is vital for us to be able to create a complete map of all the phases of the
system we expect to see. Finally, it is crucial to understand the relative stability of
the bound state excitation with respect to the free spinon/holon excitations in order
to be able to make any testable predictions. To do this, we may treat the quantity a as
an order parameter of the system and minimize the free energy with respect to it. By
simultaneously solving the resulting four self-consistent equations, we may obtain
a as a function of hole density. This in turn may give rise to more complex phases
that show different behaviours based on the fundamental excitations that permeate
the Fermi sea.
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