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DMFT : some references

• The classic.  
A. Georges, G. Kotliar, W. Krauth and M. Rozenberg,  
Rev. Mod. Phys. 68, 13, (1996) 

• On realistic computations 
G. Kotliar, S. Y. Savrasov, K. Haule, V. S. Oudovenko, O. Parcollet, C. Marianetti,  
Rev. Mod. Phys. 78, 865 (2006)

• On Quantum Monte Carlo (DMFT) Impurity solvers 
E. Gull et al.  
Rev. Mod. Phys. 83, 349 (2011)

• On Cluster DMFT methods  
T. Maier al.  
Rev. Mod. Phys. 77, 1027 (2005)  

3



Strongly correlated systems 
4

Ultra-cold atoms in optical lattices

“Artificial solids”
of atoms & light
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Correlated metal/superconductors  
at interface of oxides

..............................................................

Artificial charge-modulation
in atomic-scale perovskite
titanate superlattices
A. Ohtomo, D. A. Muller, J. L. Grazul & H. Y. Hwang

Bell Laboratories, Lucent Technologies, Murray Hill, New Jersey 07974, USA
.............................................................................................................................................................................

The nature and length scales of charge screening in complex
oxides are fundamental to a wide range of systems, spanning
ceramic voltage-dependent resistors (varistors), oxide tunnel
junctions and charge ordering in mixed-valence compounds1–6.
There are wide variations in the degree of charge disproportio-
nation, length scale, and orientation in the mixed-valence com-
pounds: these have been the subject of intense theoretical study7–
11, but little is known about the microscopic electronic structure.
Here we have fabricated an idealized structure to examine these
issues by growing atomically abrupt layers of LaTi31O3

embedded in SrTi41O3. Using an atomic-scale electron beam,
we have observed the spatial distribution of the extra electron on
the titanium sites. This distribution results in metallic conduc-
tivity, even though the superlattice structure is based on two
insulators. Despite the chemical abruptness of the interfaces, we
find that a minimum thickness of five LaTiO3 layers is required
for the centre titanium site to recover bulk-like electronic proper-
ties. This represents a framework within which the short-length-
scale electronic response can be probed and incorporated in thin-
film oxide heterostructures.
In perovskites, charge ordering results in modulations of the

electron density in the form of planes and slabs, whereas in lower-
dimensional perovskite-derived systems, charge ordering leads to
stripes, or one-dimensional charge modulations. Approximations
to the first case can be realized in thin-film superlattices inwhich the
formal valence of the transition-metal ion is varied. Superlattices of
SrTiO3 and LaTiO3 are addressed here, where the titaniumvalence is
varied from 4þ to 3þ. SrTiO3 is a band insulator with an empty d
band, whereas LaTiO3 has one d electron per site, and strong
Coulomb repulsion results in a Mott–Hubbard insulator12. Super-
lattices of these two perovskites capture many of the important
aspects of naturally occurring charge-ordered systems, namely
mixed-valence configurations near half-filling. The lattice constants
are relatively well matched (for SrTiO3, ao ¼ 3.91 Å; LaTiO3,
pseudocubic ao ¼ 3.97 Å), and the continuity of the TiO6 octa-
hedral lattice across the superlattice minimizes the perturbation of
the electronic states near the chemical potential13,14. The principal
growth issue reduces to the control of the titanium oxidation state,
which we have recently addressed for bulk-like film growth15.
We grew SrTiO3/LaTiO3 superlattice films in an ultrahigh-

vacuum chamber (Pascal) by pulsed laser deposition, using a
single-crystal SrTiO3 target and a polycrystalline La2Ti2O7 target.
Extreme care was taken to start with atomically flat, TiO2-
terminated SrTiO3 substrates, which exhibited terraces several
hundred nanometres wide, separated by 3.91-Å unit cell steps as
observed by atomic force microscopy16. A KrF excimer laser with a
repetition rate of 4Hz was used for ablation, with a laser fluence at
the target surface of,3 J cm22. The films were grown at 750 8Cwith
an oxygen partial pressure of 1025 torr, which represented the best
compromise for stabilizing both valence states of titanium. Oscil-
lations in the unit-cell reflection high-energy electron diffraction
intensity were observed throughout the growth, and were used to
calibrate the number of layers grown. After growth, the films were
annealed in flowing oxygen at 400 8C for 2–10 hours to fill residual
oxygen vacancies.

Figure 1 shows the annular dark field (ADF) image of a super-
lattice sample obtained by scanning transmission electron
microscopy (JEOL 2010F) of a 30-nm-thick cross-section along a
substrate [100] zone axis. In this imaging mode, the intensity of
scattering scales with the atomic number Z as Z1.7, so the brightest
features are columns of La ions, the next brightest features are
columns of Sr ions, and the Ti ions are weakly visible in between17–19.
The quality of the interfaces does not degrade with continued
deposition, and the atomic step and terrace structure of the growing
surface is maintained for hundreds of nanometres. The magnified
view at the top of Fig. 1 shows a higher-resolution image, which
visibly demonstrates the ability to grow a single layer of La ions.
Because the layer is viewed in projection, roughness along the
beam—particularly on length scales thinner than the sample—
leads to apparent broadening. Thus these results represent an
upper limit to the actual width of the layers.

With the same imaging conditions used to obtain Fig. 1, we
analysed the energy of the transmitted electron beam and per-
formed core level spectroscopy, atom column by atom column20–22.
This approach is able to probe internal structures directly, unlike
surface-sensitive methods. Specifically, the titanium L2,3, oxygen K,
and lanthanumM4,5 edges can be simultaneously recorded, with an
energy resolution of,0.9 eV and a spatial resolution slightly worse
than the ADF resolution of,1.9 Å, primarily owing to drift during
the slower acquisition of the spectra. We obtained a scan through
the Ti sites crossing a 2-unit-cell layer of LaTiO3 (top centre panel of
Fig. 2). By substituting La for Sr, there is locally an extra electron
that resides mainly on the Ti d orbitals23. To visualize this effect, the
Ti L2,3 near-edge structure can be decomposed into a linear
combination of Ti3þ and Ti4þ, with no residual detectable above
the experimental noise level (bottom panel of Fig. 2).

This decomposition, which would fail both conceptually and
experimentally for more covalent materials, allows a particularly

Figure 1 Annular dark field (ADF) image of LaTiO3 layers (bright) of varying thickness

spaced by SrTiO3 layers. The view is down the [100] zone axis of the SrTiO3 substrate,

which is on the right. After depositing initial calibration layers, the growth sequence is

5 £ n (that is, 5 layers of SrTiO3 and n layers of LaTiO3), 20 £ n, n £ n, and finally a

LaTiO3 capping layer. The numbers in the image indicate the number of LaTiO3 unit cells

in each layer. Field of view, 400 nm. Top, a magnified view of the 5 £ 1 series. The raw

images have been convolved with a 0.05-nm-wide gaussian to reduce noise.
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SrTiO3/LaTiO3  
Ohtomo et al, Nature 2002

Quantum many-body systems, fermions (or bosons),  
with interactions, at low temperature

Materials
High Temperature superconductors 

Transition metal oxides,

Cuprate (1986)

Fe-Based (2008)



Weak vs Strong Correlations

• The problem : Interaction between electrons (Coulomb) is not small  
U ∼ a few eV ∼ Bandwidth.

• Weakly correlated systems :

• The “standard model” : renormalized independent fermions

• Fermi Liquid Theory L .Landau 50’s

• Density Functional Theory (and Local Density Approximation)  
Kohn, Sham, Hohenberg

• Strongly correlated systems : 

• When the “standard model” breaks down. 

• Interaction produces qualitatively new physical effects

• Not simply reducible to an effective one-body problem
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Two components in electronic fluid

• Not regular band-forming 
orbitals, nor core states.  
Some atomic-like aspects

• Materials: transition-metals 
and their oxides, rare-earth/
actinides, but also some 
organic materials

6

Transition Metals

Rare earth and actinides

• Usually:  Valence (bands) vs core electrons (localized around the atom)

• Some orbitals are only partially localized (3d, 4f e.g.)

• d,f orbitals are quite close to nuclei



Reminder : spectral function

• Definition : spectral function. 
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A(k, ⇤) =
1
⇥

Im
�

dxdtei(kx��t)i�(t)�[c(x, t), c†(0, 0)]⇥

• (Theorist’s view of) photoemission experiments (ARPES)

as we have done for the corresponding energies. This,
however, is far from trivial because during the photo-
emission process itself the system will relax. The prob-
lem simplifies within the sudden approximation, which is
extensively used in many-body calculations of photo-
emission spectra from interacting electron systems and
which is in principle applicable only to electrons with
high kinetic energy. In this limit, the photoemission pro-
cess is assumed to be sudden, with no post-collisional
interaction between the photoelectron and the system
left behind (in other words, an electron is instanta-
neously removed and the effective potential of the sys-
tem changes discontinuously at that instant). The
N-particle final state ! f

N can then be written as

! f
N!A " f

k ! f
N"1, (6)

where A is an antisymmetric operator that properly an-
tisymmetrizes the N-electron wave function so that the
Pauli principle is satisfied, " f

k is the wave function of the
photoelectron with momentum k, and ! f

N"1 is the final
state wave function of the (N"1)-electron system left
behind, which can be chosen as an excited state with
eigenfunction !m

N"1 and energy Em
N"1 . The total transi-

tion probability is then given by the sum over all pos-
sible excited states m . Note, however, that the sudden
approximation is inappropriate for photoelectrons with
low kinetic energy, which may need longer than the sys-
tem response time to escape into vacuum. In this case,
the so-called adiabatic limit, one can no longer factorize
! f

N into two independent parts and the detailed screen-
ing of photoelectron and photohole has to be taken into
account (Gadzuk and S̆unjić, 1975). In this regard, it is
important to mention that there is evidence that the sud-
den approximation is justified for the cuprate high-
temperature superconductors even at photon energies as
low as 20 eV (Randeria et al., 1995; Sec. II.C).

For the initial state, let us assume for simplicity that
! i

N is a single Slater determinant (i.e., Hartree-Fock for-
malism), so that we can write it as the product of a one-
electron orbital " i

k and an (N"1)-particle term:

! i
N!A " i

k ! i
N"1. (7)

More generally, however, ! i
N"1 should be expressed as

! i
N"1!ck! i

N , where ck is the annihilation operator for
an electron with momentum k. This also shows that
! i

N"1 is not an eigenstate of the (N"1) particle Hamil-
tonian, but is just what remains of the N-particle wave
function after having pulled out one electron. At this
point, we can write the matrix elements in Eq. (4) as

#! f
N!Hint!! i

N$!#" f
k!Hint!" i

k$#!m
N"1!! i

N"1$ , (8)

where #" f
k!Hint!" i

k$%Mf ,i
k is the one-electron dipole ma-

trix element, and the second term is the (N"1)-electron
overlap integral. Note that here we replaced ! f

N"1 with
an eigenstate !m

N"1 , as discussed above. The total pho-
toemission intensity measured as a function of Ekin at a
momentum k, namely, I(k,Ekin)!& f ,iwf ,i , is then pro-
portional to

&
f ,i

!Mf ,i
k !2&

m
!cm ,i!2'(Ekin#Em

N"1"Ei
N"h)*, (9)

where !cm ,i!2! "#!m
N"1!! i

N"1$ "2 is the probability that
the removal of an electron from state i will leave the
(N"1)-particle system in the excited state m . From this
we can see that, if ! i

N"1!!m0

N"1 for one particular state
m!m0 , then the corresponding !cm0 ,i!2 will be unity
and all the other cm ,i zero; in this case, if Mf ,i

k +0, the
ARPES spectra will be given by a delta function at the
Hartree-Fock orbital energy EB

k !",k , as shown in Fig.
3(b) (i.e., the noninteracting particle picture). In
strongly correlated systems, however, many of the !cm ,i!2

will be different from zero because the removal of the
photoelectron results in a strong change of the systems
effective potential and, in turn, ! i

N"1 will overlap with
many of the eigenstates !m

N"1 . Thus the ARPES spec-
tra will not consist of single delta functions but will show
a main line and several satellites according to the num-
ber of excited states m created in the process [Fig. 3(c)].

This is very similar to the situation encountered in
photoemission from molecular hydrogen (Siegbahn
et al., 1969) in which not simply a single peak but many
lines separated by a few tenths of eV from each other

FIG. 3. Angle-resolved photoemission spetroscopy: (a) geometry of an ARPES experiment in which the emission direction of the
photoelectron is specified by the polar (-) and azimuthal (.) angles; (b) momentum-resolved one-electron removal and addition
spectra for a noninteracting electron system with a single energy band dispersing across EF ; (c) the same spectra for an interacting
Fermi-liquid system (Sawatzky, 1989; Meinders, 1994). For both noninteracting and interacting systems the corresponding ground-
state (T!0 K) momentum distribution function n(k) is also shown. (c) Lower right, photoelectron spectrum of gaseous hydrogen
and the ARPES spectrum of solid hydrogen developed from the gaseous one (Sawatzky, 1989).

478 Damascelli, Hussain, and Shen: Photoemission studies of the cuprate superconductors

Rev. Mod. Phys., Vol. 75, No. 2, April 2003

• ARPES  : only hole excitations 

Fermi function
• Theorist’s view (surface probe,  

requires some modelling 
“sudden approximation”)

A(k,�)nF (�)

A. Damascelli et al, Rev. Mod. Phys. 75, 473 (2003)
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as we have done for the corresponding energies. This,
however, is far from trivial because during the photo-
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lem simplifies within the sudden approximation, which is
extensively used in many-body calculations of photo-
emission spectra from interacting electron systems and
which is in principle applicable only to electrons with
high kinetic energy. In this limit, the photoemission pro-
cess is assumed to be sudden, with no post-collisional
interaction between the photoelectron and the system
left behind (in other words, an electron is instanta-
neously removed and the effective potential of the sys-
tem changes discontinuously at that instant). The
N-particle final state ! f

N can then be written as

! f
N!A " f

k ! f
N"1, (6)

where A is an antisymmetric operator that properly an-
tisymmetrizes the N-electron wave function so that the
Pauli principle is satisfied, " f

k is the wave function of the
photoelectron with momentum k, and ! f

N"1 is the final
state wave function of the (N"1)-electron system left
behind, which can be chosen as an excited state with
eigenfunction !m

N"1 and energy Em
N"1 . The total transi-

tion probability is then given by the sum over all pos-
sible excited states m . Note, however, that the sudden
approximation is inappropriate for photoelectrons with
low kinetic energy, which may need longer than the sys-
tem response time to escape into vacuum. In this case,
the so-called adiabatic limit, one can no longer factorize
! f

N into two independent parts and the detailed screen-
ing of photoelectron and photohole has to be taken into
account (Gadzuk and S̆unjić, 1975). In this regard, it is
important to mention that there is evidence that the sud-
den approximation is justified for the cuprate high-
temperature superconductors even at photon energies as
low as 20 eV (Randeria et al., 1995; Sec. II.C).

For the initial state, let us assume for simplicity that
! i

N is a single Slater determinant (i.e., Hartree-Fock for-
malism), so that we can write it as the product of a one-
electron orbital " i

k and an (N"1)-particle term:

! i
N!A " i

k ! i
N"1. (7)

More generally, however, ! i
N"1 should be expressed as

! i
N"1!ck! i

N , where ck is the annihilation operator for
an electron with momentum k. This also shows that
! i

N"1 is not an eigenstate of the (N"1) particle Hamil-
tonian, but is just what remains of the N-particle wave
function after having pulled out one electron. At this
point, we can write the matrix elements in Eq. (4) as

#! f
N!Hint!! i

N$!#" f
k!Hint!" i

k$#!m
N"1!! i

N"1$ , (8)

where #" f
k!Hint!" i

k$%Mf ,i
k is the one-electron dipole ma-

trix element, and the second term is the (N"1)-electron
overlap integral. Note that here we replaced ! f

N"1 with
an eigenstate !m

N"1 , as discussed above. The total pho-
toemission intensity measured as a function of Ekin at a
momentum k, namely, I(k,Ekin)!& f ,iwf ,i , is then pro-
portional to

&
f ,i

!Mf ,i
k !2&

m
!cm ,i!2'(Ekin#Em

N"1"Ei
N"h)*, (9)

where !cm ,i!2! "#!m
N"1!! i

N"1$ "2 is the probability that
the removal of an electron from state i will leave the
(N"1)-particle system in the excited state m . From this
we can see that, if ! i

N"1!!m0

N"1 for one particular state
m!m0 , then the corresponding !cm0 ,i!2 will be unity
and all the other cm ,i zero; in this case, if Mf ,i

k +0, the
ARPES spectra will be given by a delta function at the
Hartree-Fock orbital energy EB

k !",k , as shown in Fig.
3(b) (i.e., the noninteracting particle picture). In
strongly correlated systems, however, many of the !cm ,i!2

will be different from zero because the removal of the
photoelectron results in a strong change of the systems
effective potential and, in turn, ! i

N"1 will overlap with
many of the eigenstates !m

N"1 . Thus the ARPES spec-
tra will not consist of single delta functions but will show
a main line and several satellites according to the num-
ber of excited states m created in the process [Fig. 3(c)].

This is very similar to the situation encountered in
photoemission from molecular hydrogen (Siegbahn
et al., 1969) in which not simply a single peak but many
lines separated by a few tenths of eV from each other

FIG. 3. Angle-resolved photoemission spetroscopy: (a) geometry of an ARPES experiment in which the emission direction of the
photoelectron is specified by the polar (-) and azimuthal (.) angles; (b) momentum-resolved one-electron removal and addition
spectra for a noninteracting electron system with a single energy band dispersing across EF ; (c) the same spectra for an interacting
Fermi-liquid system (Sawatzky, 1989; Meinders, 1994). For both noninteracting and interacting systems the corresponding ground-
state (T!0 K) momentum distribution function n(k) is also shown. (c) Lower right, photoelectron spectrum of gaseous hydrogen
and the ARPES spectrum of solid hydrogen developed from the gaseous one (Sawatzky, 1989).
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Quasi-particle-peak

Mott physics  
 

Atomic-like localized excitations. Hubbard band      
vs 

long range,  delocalized,  quasi-particle peak 

A(k,�)

��
Free electrons Correlated Fermi liquid

Spectral function
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FIG. 6. ReAectivity spectra below 4 eV for various composi-
tions of La2 „Sr Cu04 single crystals measured at room tem-
perature (RT) with polarization parallel to the Cu02 planes.
Both reAectivity and photon energy are shown in logarithmic
scales.

2. Optical conductivity

1.5,

0.34
I

LaP-xSrxCU04,

We can learn from the optical conductivity more about
what is happening on doping. Figure 7 clearly demon-
strates that the conductivity rapidly decreases in the en-
ergy region above 1.5 eV, while it increases below 1.5 eV.
In the former region the CT excitation dominates and the
latter involves a free-carrier contribution. However, it

cannot be concluded that the free-carrier contribution ex-
tends up to 1.5 eV and occupies the entire region below
1.5 eV. Apparently, o (co) has two components for lightly
doped compounds, a narrow band peaked at co=0 and a
broadband centered in the midinfrared region. Even for
moderately and heavily doped compounds, 0(co) decays
much more slowly than the Drude-type m dependence.
The, infrared conductivity with two or more components
was previously reported for the YBa2Cu306+„system. '
In the cr(co) spectra for x )0.10, two weak features are

apparent at 1.5 and 3.0 eV. The 3.0-eV feature is prob-
ably intrinsic, which would be overlapped with more
dominant CT excitation for small x, but become apparent
owing to the suppressed CT excitation for large x. Its
origin is not obvious, but perhaps corresponds to the in-
terband excitation to La Sd l4f or Cu 4s l4p derived con-
duction bands. The presence of the 1.5-eV peak was re-
ported by Suzuki in his work on thin films of
Laz Sr Cu04. ' In the thin-film spectrum the 1.5-eV
absorption peak develops with x, and so he speculated
that it might be related to the change of the electronic
structure, i.e., the appearance of impurity states within
the CT energy gap. The present result on bulk single
crystals, however, shows that the 1.5-eV feature is rela-
tively weak and becomes apparent only for x )0.10. Pos-
sibly, the 1.5-eV feature is exaggerated or magnified in
the thin-film spectrum, either reAection or transmission,
since the material is rather transparent in the energy re-
gion above the reAectivity edge so that weak absorption is
intensified as a result of multiple reAection. Since the
corresponding feature is not seen in the spectra for other
cuprate systems, we suppose that the 1.5-eV absorption is
extrinsic in origin as a result, possibly, of an undetectable
amount of oxygen vacancies inevitably present at high Sr
compositions. If it were not, the 1.5 eV would be an
isosbestic point in a strict sense at which 0(co) is invari-
ant against x. A beautiful isosbestic behavior is actually
observed in electron-doped Nd2 Ce Cu04 as repro-
duced in Fig. 8. The presence of the isosbestic point in-

1.6
)

I

Qc P8

3
Y 0.5i 0.43

( eV )

2 3
ho) (eV )

FIG. 7. Optical conductivity o.(co) obtained from the
Kramers-Kronig transformation of the Elc reAectivity spectra
for various compositions x.

FIG. 8. Optical conductivity spectra (Elc ) of electron-doped
Nd2 „Ce„Cu04 ~ single crystals with the a-b plane. The spec-
tra show an isosbestic point at 1.1 eV, where o.(m) becomes
equal for any dopant concentration. The data labeled with
(x =0, y&0) is for a reduced Nd2Cu04 which contains a smaller
number of electrons, not specified, supplied by oxygen vacan-
cies.

S. Uchida et al, Phys. Rev. B (1991)

Optical conductivity

• Spectral weight transfer from low to high energy

Hubbard 
 bands
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A brief introduction to
Mott transition



• Not realistic for solids, but it is for cold atoms in optical lattices

• Half filling  : 1 electron/site in average : δ=0

• U/t small : Fermi liquid 

• t =0 : Atomic limit

• What happens at intermediate coupling U/t ? 

A minimal model for theorists : Hubbard model 10

H = �
�

⇤ij⌅,�=�,⇥

tijc
†
i�cj� + Uni�ni⇥, ni� ⇥ c†i�ci�

� = 1 � ⇥n� + n⇥⇤

Kinetic term Interaction term (Coulomb) U>0

Doping (number of charges)



• One electron per site on average (half-filled band).

• Should be a textbook metal.

• If U is large enough, it is an insulator : charge motion frozen.

Mott insulator 11

Mott insulator Large Coulomb repulsion U ∼ eV ∼104 K

N. Mott, 50’s

H = �
�

⇤ij⌅,�=�,⇥

tijc
†
i�cj� + Uni�ni⇥, ni� ⇥ c†i�ci�

� = 1 � ⇥n� + n⇥⇤



Mott insulators : spins are not frozen ! 12

• Charge motion is frozen, but spin degrees of freedom are not !

• At which physical scale will spin order arise ?

JAF =
4t2

U

Effective antiferromagnetic interaction
 between spins



Doped Mott insulators 13

• How is a metal destroyed close to a Mott transition ?  
Or a Mott insulator by doping ?

• “Mott metals” are fragile and complex : Many instabilities, rich phase 
diagrams, large susceptibilities, small coherence energy

Holes = charge carriers

U/t

Fermi liquid metal

Mott insulator

?
δ

In
te

ra
ct

io
n 

dr
iv

en

Doping driven

Mott metal
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In real materials ?



Interaction Driven Mott Transition 15

Comparing these two equations, and noting that
�S� •s�L⇥<0 and that Jspin(U) decreases as U increases,
proves analytically that Uc1⇥Uc2 (Fisher, Kotliar, and
Moeller, 1995). This is in complete agreement with the
numerical work described in Sec. VII which tackles the
full problem numerically with exact diagonalization
methods (Rozenberg, Moeller, and Kotliar, 1994).

The projective method described in this section is a
particular implementation of the idea of renormaliza-
tion. It was taylored specifically to solve the LISA equa-
tions. It is worth stressing the reasons why the renormal-
ization group invented by Wilson to solve the single
impurity Kondo model does not work for the impurity
models arising in the context of the LISA applications.
The essential insight is that because of the self-
consistency conditions the energy scales of the impurity
are also the energy scales of the bath. The impurity
models are thus in an intermediate coupling regime. The
logarithmic discretization of Wilson’s mesh and the Wil-
son recursion procedure was intended to deal with a
mismatch in energy scales, typical of a weak-coupling
situation in which the Kondo coupling was much smaller
than the conduction electron bandwidth. Notice that,
even in the Kondo model, the calculation of Green’s
functions is not possible to very high precision for all
energies (cf. Hewson, 1993). In the LISA context, we are
not interested in the low-energy eigenvalue spectrum
(which we can calculate using the renormalization
group), but in the whole single-particle excitation spec-
trum (Green’s function), which is fed back into the low-
energy sector via the self-consistency condition. It is thus

not surprising that a direct numerical renormalization
group approach in the LISA context is faced with rather
serious difficulties. For early attempts to implement the
Wilson scheme to solve the LISA equations see Sakai
and Kuramoto (1994) and Shimizu and Sakai (1995).

VII. THE HUBBARD MODEL AND THE MOTT TRANSITION

In this section, we review the application of the LISA
method to the physics of the Hubbard model. We shall
be concerned with the phase diagram, thermodynamics,
one-particle spectra, and two-particle response func-
tions. The control parameters are the temperature T ,
and the interaction strength U/t . In order to reveal the
full variety of possible behavior, we shall also consider
models with different degrees of magnetic frustration.
This introduces a third parameter, which can be for ex-
ample the ratio of nearest-neighbor to next-nearest
neighbor hopping amplitudes t1/t2 . As a function of
these parameters, the Hubbard model at half-filling has,
within the LISA, four possible phases: a paramagnetic
metallic phase, a paramagnetic insulating phase, an insu-
lating antiferromagnetic phase, and (in the presence of
magnetic frustration) an antiferromagnetic metallic
phase. The effect of doping away from half-filling will
also be considered towards the end of this section (Sec.
VII.H).

A. Early approaches to the Mott transition

We shall put a special emphasis in this section on the
transition between the paramagnetic metal and the para-

FIG. 23. Experimental phase diagram for the
metal-insulator transition in V2O3 as a func-
tion of doping with Cr or Ti and as a function
of pressure (after McWhan et al., 1973). See
also recent results by Carter et al. (1992,
1993) that report a low temperature metallic
phase with antiferromagnetic order in
V2�yO3 .
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High-Tc superconductors are doped Mott insulators16

Unconventional  
normal metal

Fermi liquid

Mott  
insulator

High-Tc superconductors
Generic, simplified phase diagram



Ca2-xSrxRuO4

• A correlated material, with a complex phase diagram.

17

Paramagnetic 
Mott insulator



Wishlist for a theoretical method

• Describes atomic multiplets and Fermi liquid

• Real and reciprocal space (Mott insulator vs metal)

• Treat both low and high energy features of electronic fluid.  
Describe spectral weight transfer

• Can be controlled systematically

• Works not only for models, but also for realistic computation 
(with DFT/LDA/GW).

                                       → The DMFT family.

18



DMFT : main idea

• DFT (Density Functional Theory)  
Independent electrons in an effective periodic potential.  
Interaction taken into account “in average” (Kohn-Sham potential).

• DMFT : change of “paradigm” 
 An atom in a self-consistent bath.

19

W. Metzner, D. Vollhardt,  1989  
A. Georges, G. Kotliar,  1992

  

Goal: unify both pictures

… in the simplest way

Capture Mott physics
DMFT: local physics

Capture long-ranged 
bosonic fluctuations
Spin fluctuation theory

with a control parameter
cluster size

…

• Atom + bath = quantum impurity model …



20

A brief introduction to 
quantum impurity models



• In a metallic host

• Thermodynamics : C, χ, transport : ρ ?

Quantum impurity models 21

Magnetic impurity Nanostructures
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transmission probability of much less than one.
In addition, the on-site Coulomb energy U tends
to block the state with an extra electron on the
dot. Although U is an order of magnitude larger
than the characteristic energy scale kBTK (kB is
the Boltzmann constant), the Kondo effect com-
pletely determines electron tunneling at low en-
ergies (i.e., low T and VSD). In the absence of the
Kondo effect (e.g., for electron number N !
even), the system consists of two separated
Fermi seas. In contrast, for N ! odd, the screen-
ing of the local spin creates a single, extended
many-body system with a single, well-defined
Fermi surface extending throughout the whole
system. The quasiparticles at this Fermi surface
no longer experience the repulsive barrier po-
tentials nor the on-site Coulomb repulsion. Be-
cause the local spin for N ! odd is completely
screened and because the dot has zero spin for

N ! even, the whole system of leads and dot is
in a singlet state over a wide gate voltage range
(between –430 and –350 mV in Fig. 2A), al-
though the nature of the ground state in the even
and odd valleys is very different.

For a quantitative analysis, we rewrite Eq.
1 as ln(TK) ! "ε0(ε0 # U )/$U # constant,
indicating a quadratic dependence for ln(TK)
on gate voltage Vgl (16 ). Following the work
in (17 ), we fit G versus T for different gate
voltages (Fig. 3C) to the empirical function

G%T & ! G0! T K
'2

T 2 " T K
'2" s

(2)

with TK' ! TK/(21/s – 1)1/2, where the fit
parameter s ( 0.2 for a spin-1⁄2 system (17,
18). Figure 3B shows the obtained Kondo
temperatures TK versus Vgl. The red parabola

demonstrates that the obtained values for TK

are in excellent agreement with Eq. 1 (19).
The Kondo temperature, as derived above,

is obtained from the linear response conduc-
tance. In earlier works (8–12), estimates for TK

were obtained from measurements of dI/dVSD

versus VSD (I is the current between source and
drain). In that case, the full width at half max-
imum (FWHM) was set equal to kBTK/e. How-
ever, applying a finite VSD introduces dephas-
ing even at T ! 0 (6, 20). To compare these two
methods, we also plot FWHM/kB measured for
different gate voltages at the base temperature
(Fig. 3B). Also, now we find a parabolic de-
pendence, but the values are larger than TK

obtained from linear-response measurements.
The difference may indicate the amount of
dephasing due to a nonzero VSD.

The normalized conductance, G/(2e2/h), is

Fig. 1 (left). (A) Atomic force microscope image of the device. An AB ring is
defined in a 2DEG by dry etching of the dark regions (depth is)75 nm). The
2DEG with electron density nS! 2.6* 1015 m+2 is situated 100 nm below
the surface of an AlGaAs/GaAs heterostructure. In both arms of the ring
(lithographic width, 0.5,m; inner perimeter, 6.6,m), a quantum dot can be
defined by applying negative voltages to gate electrodes. The gates at the
entry and exit of the ring are not used. A quantum dot of size)200 nm by
200 nm, containing )100 electrons, is formed in the lower arm using gate voltages Vgl and Vgr (the central plunger gate was not working). The average
energy spacing between single-particle states is )100 ,eV. The conductance of the upper arm, set by Vgu, is kept at zero, except for AB
measurements. (B) Color plot of the conductance G as function of Vgl and B for Vgr ! +448 mV and T ! 15 mK. The upper arm of the AB ring
is pinched off by Vgu ! +1.0 V. Red and blue correspond to high and low conductance, respectively. (C) Two selected traces G(Vgl) for B ! 0
and 0.4 T. The Coulomb oscillations at B ! 0 correspond to the oscillating color in (B). For some ranges of B, the valley conductance increases
considerably, reaching values close to 2e 2/h, i.e., the unitary limit [e.g., along the yellow dashed line at 0.4 T in (B)]. Fig. 2 (right). (A)
Coulomb oscillations in G versus Vgl at B ! 0.4 T for different temperatures. T ranges from 15 mK (thick black trace) up to 800 mK (thick red
trace). Vgr is fixed at +448 mV. The red line in the right inset highlights the logarithmic T dependence between )90 and )500 mK for Vgl !
+413 mV. The left inset explains the variables used in the text with $ ! $L # $R. ε0 is negative and measured from the Fermi level in the leads
at equilibrium. (B) Differential conductance dI/dVSD versus dc bias voltage between source and drain contacts VSD for T ranging from 15 mK (thick
black trace) up to 900 mK (thick red trace), at Vgl ! +413 mV and B ! 0.4 T. The inset shows that the width of the zero-bias peak, measured
from the FWHM, increases linearly with T. The red line indicates a slope of 1.7 kB/e. At 15 mK, the FWHM ! 64 ,V, and it starts to saturate
around 300 mK.
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• Quantum dots.  Non-equilibrium

• Current : I(V), conductance, noise ?

I(V)

DMFT

• This lecture …



Quantum impurity models definition

• Anderson model 

• Impurity with a local, quantum degree of freedom.

22

• Scalar impurity : not a many body problem

H =
�

k⇥�

�kc†k⇥ck⇥ +
�

kk�
�

Vk,k�c†k⇥ck�⇥

• One site of Hubbard model (c instead of d) and a bath

H =
X

k,�=",#
"k�⇠

†
k�⇠k� +

X

�=",#
"dd

†
�d� + Und"nd# +

X

k,�=",#
Vk�(⇠

†
k�d� + h.c.)



Action versus Hamiltonian form

• An equivalent formulation obtained by integrating the fermions 

23

• The only important quantity for the ξ-electrons is the hybridisation. 

H =
X

k,�=",#
"k�⇠

†
k�⇠k� +

X

�=",#
"dd

†
�d� + Und"nd# +

X

k,�=",#
Vk�(⇠

†
k�d� + h.c.)

Hybridization function

Bath

S = �
Z �

0
d†�(⌧)G�1

� (⌧ � ⌧ 0)d�(⌧
0) +

Z �

0
d⌧ Und"(⌧)nd#(⌧)

G�1
� (i!n)⌘ i!n + ✏d �

X

k

|Vk�|2

i!n � ✏k�
| {z }

��(i!n)



Kondo model 24

G0

��d, U ⇥ +⇤
Schrieffer-Wolf Phys.Rev. 66

Both are local correlated many-body problems.

• Anderson model 

• Atomic limit = without the bath

• Kondo model 

nd↑ + nd↓

εd+ U/2U/2-U/2 0

1 electron
2

1

JK / V 2

U

H =
X

k�

"k⇠
†
k�⇠k� + JK

�!
S ·

X

kk0
��0

⇠†k�~���0⇠k0�0

H =
X

k,�=",#
"k�⇠

†
k�⇠k� +

X

�=",#
"dd

†
�d� + Und"nd# +

X

k,�=",#
Vk�(⇠

†
k�d� + h.c.)



25

A single spin 1/2 + a free fermion 

A non-trivial problem



Impurity models are correlated systems

• Local but correlated problems

26

• A second electron sees a local degree of freedom (e.g. spin)  
flipped by the first. 

• Sufficient to create strong correlation effects.

1 32

d d d
ξκ’-σ

H =
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†
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Kondo Temperature

• Perturbation theory at second order in  JK 

• Impurity quantities, e.g.   
χimp = χ - χPauli  

27

�imp = �0

✓
1� 2JK⇢0

⇣
1 + 2JK⇢0 ln

D

T

⌘◆
+ . . .

Cimp = 8S(S + 1)(JK⇢0)
4
⇣
1 + 2JK⇢0 ln

D

T

⌘4
+ . . .

Rimp = R0(JK⇢0)
2
⇣
1 + 2JK⇢0 ln

D

T

⌘2
+ . . .

Je↵ ⌘ JK⇢0
⇣
1 + 2JK⇢0 ln

D

T

⌘
• Low T, large D divergences :  

absorbed in a coupling constant renormalization J → Jeff

Kondo 64

• Jeff ∿ 1 : breakdown of perturbation theory at the Kondo temperature

T ⇡ TK ⌘ De�
1

2JK⇢0

ω

d.o.s of c

D-D

ρ0



Kondo effect

• Screening of the Kondo impurity by the metallic bath

28

• Local Fermi liquid (P. Nozières, ’74)

• Strong coupling picture : singlet 
“Confinement” of the spin.

• Free spin (Curie law)

T � TK T � TK

TK � De�1/J�0

0 T

Kondo temperature

�imp(T ) � 1
TK

�imp(T ) � 1
T

d.o.s of the bath at the 
Fermi level

• 1+1 Field Theory with asymptotic freedom (similar to QCD)



ρ(ω=0) independent of 
U

Kondo-Abrikosov-Suhl resonance 

• Sharp resonance in the spectral function of d at the Fermi level,  
of width  TK , for  T << TK

• “Melts” for T >> TK

29

particle-hole symmetric case (Hewson’s book)

Ad(ω) Ad(!) = � 1

⇡
ImGR

d (!)

� = � = ⇡⇢0V
2



Analogy with Mott problem 30

Lattice Anderson impurity

• Abrikosov-Suhl resonance

• Local Fermi liquid with 
coherence temperature TK 
Nozières, 1974

Hubbard bands

as we have done for the corresponding energies. This,
however, is far from trivial because during the photo-
emission process itself the system will relax. The prob-
lem simplifies within the sudden approximation, which is
extensively used in many-body calculations of photo-
emission spectra from interacting electron systems and
which is in principle applicable only to electrons with
high kinetic energy. In this limit, the photoemission pro-
cess is assumed to be sudden, with no post-collisional
interaction between the photoelectron and the system
left behind (in other words, an electron is instanta-
neously removed and the effective potential of the sys-
tem changes discontinuously at that instant). The
N-particle final state ! f

N can then be written as

! f
N!A " f

k ! f
N"1, (6)

where A is an antisymmetric operator that properly an-
tisymmetrizes the N-electron wave function so that the
Pauli principle is satisfied, " f

k is the wave function of the
photoelectron with momentum k, and ! f

N"1 is the final
state wave function of the (N"1)-electron system left
behind, which can be chosen as an excited state with
eigenfunction !m

N"1 and energy Em
N"1 . The total transi-

tion probability is then given by the sum over all pos-
sible excited states m . Note, however, that the sudden
approximation is inappropriate for photoelectrons with
low kinetic energy, which may need longer than the sys-
tem response time to escape into vacuum. In this case,
the so-called adiabatic limit, one can no longer factorize
! f

N into two independent parts and the detailed screen-
ing of photoelectron and photohole has to be taken into
account (Gadzuk and S̆unjić, 1975). In this regard, it is
important to mention that there is evidence that the sud-
den approximation is justified for the cuprate high-
temperature superconductors even at photon energies as
low as 20 eV (Randeria et al., 1995; Sec. II.C).

For the initial state, let us assume for simplicity that
! i

N is a single Slater determinant (i.e., Hartree-Fock for-
malism), so that we can write it as the product of a one-
electron orbital " i

k and an (N"1)-particle term:

! i
N!A " i

k ! i
N"1. (7)

More generally, however, ! i
N"1 should be expressed as

! i
N"1!ck! i

N , where ck is the annihilation operator for
an electron with momentum k. This also shows that
! i

N"1 is not an eigenstate of the (N"1) particle Hamil-
tonian, but is just what remains of the N-particle wave
function after having pulled out one electron. At this
point, we can write the matrix elements in Eq. (4) as

#! f
N!Hint!! i

N$!#" f
k!Hint!" i

k$#!m
N"1!! i

N"1$ , (8)

where #" f
k!Hint!" i

k$%Mf ,i
k is the one-electron dipole ma-

trix element, and the second term is the (N"1)-electron
overlap integral. Note that here we replaced ! f

N"1 with
an eigenstate !m

N"1 , as discussed above. The total pho-
toemission intensity measured as a function of Ekin at a
momentum k, namely, I(k,Ekin)!& f ,iwf ,i , is then pro-
portional to

&
f ,i

!Mf ,i
k !2&

m
!cm ,i!2'(Ekin#Em

N"1"Ei
N"h)*, (9)

where !cm ,i!2! "#!m
N"1!! i

N"1$ "2 is the probability that
the removal of an electron from state i will leave the
(N"1)-particle system in the excited state m . From this
we can see that, if ! i

N"1!!m0

N"1 for one particular state
m!m0 , then the corresponding !cm0 ,i!2 will be unity
and all the other cm ,i zero; in this case, if Mf ,i

k +0, the
ARPES spectra will be given by a delta function at the
Hartree-Fock orbital energy EB

k !",k , as shown in Fig.
3(b) (i.e., the noninteracting particle picture). In
strongly correlated systems, however, many of the !cm ,i!2

will be different from zero because the removal of the
photoelectron results in a strong change of the systems
effective potential and, in turn, ! i

N"1 will overlap with
many of the eigenstates !m

N"1 . Thus the ARPES spec-
tra will not consist of single delta functions but will show
a main line and several satellites according to the num-
ber of excited states m created in the process [Fig. 3(c)].

This is very similar to the situation encountered in
photoemission from molecular hydrogen (Siegbahn
et al., 1969) in which not simply a single peak but many
lines separated by a few tenths of eV from each other

FIG. 3. Angle-resolved photoemission spetroscopy: (a) geometry of an ARPES experiment in which the emission direction of the
photoelectron is specified by the polar (-) and azimuthal (.) angles; (b) momentum-resolved one-electron removal and addition
spectra for a noninteracting electron system with a single energy band dispersing across EF ; (c) the same spectra for an interacting
Fermi-liquid system (Sawatzky, 1989; Meinders, 1994). For both noninteracting and interacting systems the corresponding ground-
state (T!0 K) momentum distribution function n(k) is also shown. (c) Lower right, photoelectron spectrum of gaseous hydrogen
and the ARPES spectrum of solid hydrogen developed from the gaseous one (Sawatzky, 1989).

478 Damascelli, Hussain, and Shen: Photoemission studies of the cuprate superconductors

Rev. Mod. Phys., Vol. 75, No. 2, April 2003

Quasi-particle-peak

Mott physics :  
Hubbard band (localized)  

vs  
Q.P. peak (delocalized)

DMFT : transform this analogy into a formalism

� 1
�

ImGc(⇥)
A(k,�)

��
Free electrons Fermi liquid
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Dynamical Mean Field Theory
(DMFT)



DMFT : main idea

• DMFT : An atom in a self-consistent bath.

32

W. Metzner, D. Vollhardt,  1989  
A. Georges, G. Kotliar,  1992

  

Goal: unify both pictures

… in the simplest way

Capture Mott physics
DMFT: local physics

Capture long-ranged 
bosonic fluctuations
Spin fluctuation theory

with a control parameter
cluster size

…

• First a reminder of the simple Weiss mean field theory for Ising model



 Weiss Mean Field Theory

• Ising model (Weiss) :  A single spin in an effective field.

33

H = �J
�

ij

⇥i⇥j Ising model.

m = ⇥⇥⇤ Order parameter.

He� = �Jhe�⇥ E�ective Hamiltonian

he� = zJm Weiss Field

m = tanh(�he�) Solution of the e�ective Hamiltonian

Generalisation for quantum models ?

• Qualitatively correct (phase diagram, second order transition)  
 even if critical exponents are wrong (R.G., Field theory....,)

• Derivation : e.g. large dimension limit on hypercubic lattice



Dynamical Mean Field Theory

Ising model 

34

H = �J
�

ij

⇥i⇥j Ising model.

m = ⇥⇥⇤ Order parameter.

He� = �Jhe�⇥ E�ective Hamiltonian

he� = zJm Weiss Field

m = tanh(�he�) Solution of the e�ective Hamiltonian

  

Goal: unify both pictures

… in the simplest way

Capture Mott physics
DMFT: local physics

Capture long-ranged 
bosonic fluctuations
Spin fluctuation theory

with a control parameter
cluster size

…?



Dynamical Mean Field Theory

• Anderson impurity with an effective band determined self-consistently

35

Local site Coupled to an effective electronic bath 

Bath 
“Weiss field” 

  

Goal: unify both pictures

… in the simplest way

Capture Mott physics
DMFT: local physics

Capture long-ranged 
bosonic fluctuations
Spin fluctuation theory

with a control parameter
cluster size

…
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• Action form



DMFT equations (1 band paramagnetic) 36

Ising Hubbard
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Implicit equation for the bath

  

Goal: unify both pictures

… in the simplest way

Capture Mott physics
DMFT: local physics

Capture long-ranged 
bosonic fluctuations
Spin fluctuation theory

with a control parameter
cluster size

…
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• Dyson equation on the lattice

Lattice quantities vs impurity quantities

• DMFT : the self-energy on the lattice is local :

37

Z =
m

m�

G�latt(k, i!n) ⌘
1

i!n + µ� ✏k � ⌃�latt(k, i!n)

• Glatt depends on k. There is a Fermi surface in metallic regimes.

• Within DMFT, Z, m*, coherence temperature, finite temperature  
lifetime of metals are constant along the Fermi surface.

• Effective mass and Z are related : 

⌃�latt(k, i!n) = ⌃�imp(i!n)

G�loc(i!n) ⌘
X

k

G�latt(k, i!n) = G�imp

(i!n)



Depends only the d.o.s of free electrons

• The k dependence is only through εκ for the impurity problem

• Density of states for εκ

• Self-consistency condition is a Hilbert transform

38

D(✏) ⌘
X

k

�(✏� ✏k)

˜D(z) ⌘
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d✏
D(✏)
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for z 2 C

G�imp[G](i!n) =
X

k

1

i!n + µ� ✏k � ⌃�imp[G](i!n)

= D̃(i!n + µ� ⌃�imp[G](i!n))



Semi circular d.o.s 39

• A simpler case, when the d.o.s is a semi-circular

Finally, besides its intuitive appeal, the mapping onto
impurity models has proven to be useful for practical
calculations. These models have been studied intensively
in the last 30 years by a variety of analytical and numeri-
cal techniques, and this knowledge can be put to good
use in order to understand strongly correlated lattice
models in large dimensions. The crucial step is to use
reliable tools to solve Seff . Recent progress in the field
came from an effort in exploiting the connection with
impurity models in a qualitative and quantitative man-
ner.

C. The limit of infinite dimensions

The above mean-field equations become exact in the
limit of infinite coordination on various lattices. In this
section, we discuss several such examples and in each
case we give the relation (7) between the local Green’s
function and the Weiss function G 0 in explicit form. No-
tice that, in the paramagnetic phase, the lattice enters
the mean-field equations only through the noninteract-
ing density of states D(⇤). Since many different lattices
give rise to the same density of states in the limit of large
coordination, one can construct models with the same
single-particle properties (i.e., the same Green’s func-
tion) in the paramagnetic phases but very different
properties regarding magnetic responses and transitions
to phases with long-range order (Müller-Hartmann,
1989a). We refer to Sec. IV and Appendix A for a more
detailed explanation of this point, and to Sec. VII.D for
explicit examples.

The first case to be discussed is the d-dimensional cu-
bic lattice with nearest-neighbor hopping (with coordi-
nation z�2d). In order that the kinetic and interaction
energies remain of the same order of magnitude in the
d�⇧ limit, the hopping amplitude must be scaled ap-
propriately (Metzner and Vollhardt, 1989). The correct
scaling is easily found from the Fourier transform ⇤k of
t ij , which for a generic vector k involves  n�1

d cos(kn), a
sum of d numbers with essentially random signs. Hence
t ij must be scaled as

t ij�
t

�2d
. (18)

More precisely, this ensures that the density of states has
a well-defined d�⇧ limiting form, which reads (from
the central-limit theorem)

D�⇤��
1

t�2⌦
exp⇤ ⇤

⇤2

2t2⇥ . (19)

This expression, and various useful properties of tight-
binding electrons on a d�⇧ cubic lattice, is derived in
Appendix A. The Hilbert transform of (19) reads (for
t=1/&):

D̃�⇥��⇤is�⌦ exp�⇤⇥2�erfc�⇤is⇥�, (20)

where s=sgn[Im(⇥)] and erfc denotes the complemen-
tary complex error function. There is no simple explicit
form for the reciprocal function R(G) in this case and
hence (7) must be used as an implicit relation between
G 0 and G . The Gaussian density of states (19) is also
obtained for the d�⇧ cubic lattice with longer-range
hopping along the coordinate axis. As discussed by
Müller-Hartmann (1989a) and reviewed in Appendix A,
next-nearest-neighbor hopping along the diagonals does
change the density of states and provides an interesting
d=⇧ model in which magnetic order is frustrated.

A second important example is the Bethe lattice
(Cayley tree) with coordination z�⇧ and nearest-
neighbor hopping t ij�t/�z . A semicircular density of
states is obtained in this case (see, e.g., Economou,
1983):

D�⇤��
1

2⌦t2 �4t2⇤⇤2, �⇤�⌅2t . (21)

The Hilbert transform and its reciprocal function take
very simple forms

D̃�⇥���⇥⇤s�⇥2⇤4t2�/2t2, R�G ��t2G⇥1/G (22)

so that the self-consistency relation between the Weiss
function and the local Green’s function takes in this case
the explicit form

TABLE I. Correspondence between the mean-field theory of a classical system and the (dynami-
cal) mean-field theory of a quantum system.

Quantum case Classical case

� ⌃ij�↵t ijc i↵
⇥ cj↵⇥U ini⇤ni⇥ H�⇤ ⌃ij�JijSiSj⇤h iSi Hamiltonian

t ij�(1/�d) �i⇤j� Jij�(1/d) �i⇤j� (ferromagnet) Scaling

Gij(i⌥n)�⇤⌃c i
⇥(i⌥n)cj(i⌥n)� ⌃SiSj� Correlation function

Gii(i⌥n)�⇤⌃c i
⇥(i⌥n)ci(i⌥n)� mi�⌃Si� Local observable

���c↵
+(✏)G 0

�1(✏�✏�)c↵(✏�)+�Un⇤n⇥ Heff=�heffS0 Single-site Hamiltonian
Heff= l↵⇤̃ la l↵

⇥ al↵⇥ l↵Vl(a l↵
⇥ c↵+H.c.)

�⌅ ↵c ↵
⇥c↵⇥Un⇤n⇥

G 0(i⌥n) heff Weiss field/function

G 0
�1(i⌥n)�⌥n⇥⌅⇥G(i⌥n)⇤1 heff=z J m+h Relation between Weiss

⇤R[G(i⌥n)] field and local observable
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It will be assumed in this section, for simplicity, that no
symmetry breaking occurs, i.e., that one deals with the
translation-invariant paramagnetic phase. Phases with
long-range order will be dealt with in Sec. V.

Again, the mean-field description associates with this
Hamiltonian a single-site effective dynamics, which is
conveniently described in terms of an imaginary-time ac-
tion for the fermionic degrees of freedom (co⇣ ,c o⇣

⇥ ) at
that site:

Seff�⇤�
0

�
d◆�

0

�
d◆��

⇣
co⇣

⇥ ⇤◆✓G 0
⇤1⇤◆⇤◆�✓co⇣⇤◆�✓

⇥U�
0

�
d◆ no⇤⇤◆✓no⇥⇤◆✓. (6)

G 0(◆�◆�) plays the role of the Weiss effective field
above. Its physical content is that of an effective ampli-
tude for a fermion to be created on the isolated site at
time ◆ (coming from the ‘‘external bath’’) and being de-
stroyed at time ◆� (going back to the bath). The main
difference with the classical case is that this generalized
‘‘Weiss function’’ is a function of time instead of a single
number. This, of course, is required to take into account
local quantum fluctuations. Indeed, the mean-field
theory presented here freezes spatial fluctuations but
takes full account of local temporal fluctuations (hence
the name ‘‘dynamical’’). G 0 plays the role of a bare
Green’s function for the local effective action Seff , but it
should not be confused with the noninteracting local
Green’s function of the original lattice model.

A closed set of mean-field equations is obtained by
supplementing Eq. (6) with the expression relating G 0 to
local quantities computable from Seff itself, in complete
analogy with Eq. (3) above. As will be shown below, this
self-consistency condition reads

G 0⇤ i⌦n✓⇤1�i⌦n⇥⌃⇥G⇤ i⌦n✓⇤1⇤R⇥G⇤ i⌦n✓� . (7)

In this expression, G(i⌦n) denotes the on-site interact-
ing Green’s function calculated from the effective action
Seff :

G⇤◆⇤◆�✓⌘⇤ Tc⇤◆✓c⇥⇤◆�✓↵Seff
, (8)

G⇤ i⌦n✓��
0

�
d◆ G⇤◆✓ei⌦n◆, ⌦n⌘

⇤2n⇥1 ✓�

�
(9)

and R(G) is the reciprocal function of the Hilbert trans-
form of the density of states corresponding to the lattice
at hand. Explicitly, given the noninteracting density of
states D(⇧),

D⇤⇧✓��
k

⌥⇤⇧⇤⇧k✓, ⇧k⌘�
ij

t ije ik•⇤Ri⇤Rj✓, (10)

the Hilbert transform D̃(⌅) and its reciprocal function R
are defined by

D̃⇤⌅✓⌘�
⇤�

⇥�

d⇧
D⇤⇧✓

⌅⇤⇧
, R⇥D̃⇤⌅✓��⌅ . (11)

Since G can in principle be computed as a functional of
G 0 using the impurity action Seff , Eqs. (6)–(8) form a

closed system of functional equations for the on-site
Green’s function G and the Weiss function G 0 . These
are the basic equations of the LISA method. In practice,
the main difficulty lies in the solution of Seff . These
equations can hardly be attributed to a single author, as
detailed in the Introduction. They appeared first in an
early work of Kuramoto and Watanabe (1987) for the
periodic Anderson model. Following the paper of
Metzner and Vollhardt (1989) that emphasized the inter-
est of the d�� limit, these equations were obtained by
several authors. Brandt and Mielsch (1989) derived and
solved them for the Falicov-Kimball model; the case of
the Hubbard model was considered by Janiš (1991), Oh-
kawa (1991a, 1991b), Georges and Kotliar (1992), and
Jarrell (1992). The presentation followed here is closest
to those of Georges and Kotliar (1992) and Georges,
Kotliar, and Si (1992).

It is instructive to check these equations in two simple
limits:

(i) In the noninteracting limit U=0, solving (6) yields
G(i⌦n)=G 0(i⌦n) and hence, from (7), G(i⌦n)
�D̃(i⌦n⇥⌃) reduces to the free on-site Green’s func-
tion.

(ii) In the atomic limit t ij=0, one only has a collection
of disconnected sites and D(⇧) becomes a ⌥ function,
with D̃(⌅)=1/⌅. Then (7) implies G 0(i⌦n)⇤1�i⌦n+⌃ and
the effective action Seff becomes essentially local in time
and describes a four-state Hamiltonian yielding
G(i⌦n)at=(1⇤n/2)/(i⌦n⇥⌃)⇥n/2(i⌦n⇥⌃⇤U), with
n/2�(e�⌃⇥e�(2⌃⇤U))/(1⇥2e�⌃⇥e�(2⌃⇤U)).

Solving the coupled equations above not only yields
local quantities but also allows us to reconstruct all the
k-dependent correlation functions of the original lattice
Hubbard model. For example, the Fourier transform of
the one particle Green’s function Gij(◆⇤◆�)
⌘⇤ Tci ,⇣(◆)c j ,⇣

⇥ (◆�)↵ can be shown to read

G⇤k,i⌦n✓�
1

i⌦n⇥⌃⇤⇧k⇤✏⇤ i⌦n✓
, (12)

where the self-energy can be computed from the solu-
tion of the effective on-site problem as

✏⇤ i⌦n✓�G 0
⇤1⇤ i⌦n✓⇤G⇤1⇤ i⌦n✓. (13)

It is therefore k-independent in this approach i.e., purely
local in space: � ij(i⌦n)�⌥ ij✏(i⌦n) (Metzner and Voll-
hardt, 1989, Müller-Hartmann, 1989a, 1989b, 1989c).
From this expression one sees that the ‘‘self-consistency
condition,’’ Eq. (7), relating G and G 0 , ensures that the
on-site (local) component of the Green’s function, given
by Gii(i⌦n)=�kG(k,i⌦n), coincides with the Green’s
function G(i⌦n) calculated from the effective action
Seff . Indeed, summing Eq. (12) over k yields
D̃(i⌦n⇥⌃⇤✏(i⌦n)). Identifying this expression with
G(i⌦n) and using Eq. (13) leads to Eq. (7).

Thermodynamic quantities for the Hubbard model
can all be simply related to their single-site model coun-
terparts: the relevant expressions for the free energy and
internal energy are given by Eqs. (46) and (47) in Sec.
III.B. Two-particle Green’s functions, dynamical re-
sponse functions, and transport properties for the lattice
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Finally, besides its intuitive appeal, the mapping onto
impurity models has proven to be useful for practical
calculations. These models have been studied intensively
in the last 30 years by a variety of analytical and numeri-
cal techniques, and this knowledge can be put to good
use in order to understand strongly correlated lattice
models in large dimensions. The crucial step is to use
reliable tools to solve Seff . Recent progress in the field
came from an effort in exploiting the connection with
impurity models in a qualitative and quantitative man-
ner.

C. The limit of infinite dimensions

The above mean-field equations become exact in the
limit of infinite coordination on various lattices. In this
section, we discuss several such examples and in each
case we give the relation (7) between the local Green’s
function and the Weiss function G 0 in explicit form. No-
tice that, in the paramagnetic phase, the lattice enters
the mean-field equations only through the noninteract-
ing density of states D(⇤). Since many different lattices
give rise to the same density of states in the limit of large
coordination, one can construct models with the same
single-particle properties (i.e., the same Green’s func-
tion) in the paramagnetic phases but very different
properties regarding magnetic responses and transitions
to phases with long-range order (Müller-Hartmann,
1989a). We refer to Sec. IV and Appendix A for a more
detailed explanation of this point, and to Sec. VII.D for
explicit examples.

The first case to be discussed is the d-dimensional cu-
bic lattice with nearest-neighbor hopping (with coordi-
nation z�2d). In order that the kinetic and interaction
energies remain of the same order of magnitude in the
d�⇧ limit, the hopping amplitude must be scaled ap-
propriately (Metzner and Vollhardt, 1989). The correct
scaling is easily found from the Fourier transform ⇤k of
t ij , which for a generic vector k involves  n�1

d cos(kn), a
sum of d numbers with essentially random signs. Hence
t ij must be scaled as

t ij�
t

�2d
. (18)

More precisely, this ensures that the density of states has
a well-defined d�⇧ limiting form, which reads (from
the central-limit theorem)

D�⇤��
1

t�2⌦
exp⇤ ⇤

⇤2

2t2⇥ . (19)

This expression, and various useful properties of tight-
binding electrons on a d�⇧ cubic lattice, is derived in
Appendix A. The Hilbert transform of (19) reads (for
t=1/&):

D̃�⇥��⇤is�⌦ exp�⇤⇥2�erfc�⇤is⇥�, (20)

where s=sgn[Im(⇥)] and erfc denotes the complemen-
tary complex error function. There is no simple explicit
form for the reciprocal function R(G) in this case and
hence (7) must be used as an implicit relation between
G 0 and G . The Gaussian density of states (19) is also
obtained for the d�⇧ cubic lattice with longer-range
hopping along the coordinate axis. As discussed by
Müller-Hartmann (1989a) and reviewed in Appendix A,
next-nearest-neighbor hopping along the diagonals does
change the density of states and provides an interesting
d=⇧ model in which magnetic order is frustrated.

A second important example is the Bethe lattice
(Cayley tree) with coordination z�⇧ and nearest-
neighbor hopping t ij�t/�z . A semicircular density of
states is obtained in this case (see, e.g., Economou,
1983):

D�⇤��
1

2⌦t2 �4t2⇤⇤2, �⇤�⌅2t . (21)

The Hilbert transform and its reciprocal function take
very simple forms

D̃�⇥���⇥⇤s�⇥2⇤4t2�/2t2, R�G ��t2G⇥1/G (22)

so that the self-consistency relation between the Weiss
function and the local Green’s function takes in this case
the explicit form

TABLE I. Correspondence between the mean-field theory of a classical system and the (dynami-
cal) mean-field theory of a quantum system.

Quantum case Classical case

� ⌃ij�↵t ijc i↵
⇥ cj↵⇥U ini⇤ni⇥ H�⇤ ⌃ij�JijSiSj⇤h iSi Hamiltonian

t ij�(1/�d) �i⇤j� Jij�(1/d) �i⇤j� (ferromagnet) Scaling

Gij(i⌥n)�⇤⌃c i
⇥(i⌥n)cj(i⌥n)� ⌃SiSj� Correlation function

Gii(i⌥n)�⇤⌃c i
⇥(i⌥n)ci(i⌥n)� mi�⌃Si� Local observable

���c↵
+(✏)G 0

�1(✏�✏�)c↵(✏�)+�Un⇤n⇥ Heff=�heffS0 Single-site Hamiltonian
Heff= l↵⇤̃ la l↵

⇥ al↵⇥ l↵Vl(a l↵
⇥ c↵+H.c.)

�⌅ ↵c ↵
⇥c↵⇥Un⇤n⇥

G 0(i⌥n) heff Weiss field/function

G 0
�1(i⌥n)�⌥n⇥⌅⇥G(i⌥n)⇤1 heff=z J m+h Relation between Weiss

⇤R[G(i⌥n)] field and local observable

20 A. Georges et al.: Dynamical mean-field theory of . . .

Rev. Mod. Phys., Vol. 68, No. 1, January 1996

Finally, besides its intuitive appeal, the mapping onto
impurity models has proven to be useful for practical
calculations. These models have been studied intensively
in the last 30 years by a variety of analytical and numeri-
cal techniques, and this knowledge can be put to good
use in order to understand strongly correlated lattice
models in large dimensions. The crucial step is to use
reliable tools to solve Seff . Recent progress in the field
came from an effort in exploiting the connection with
impurity models in a qualitative and quantitative man-
ner.

C. The limit of infinite dimensions

The above mean-field equations become exact in the
limit of infinite coordination on various lattices. In this
section, we discuss several such examples and in each
case we give the relation (7) between the local Green’s
function and the Weiss function G 0 in explicit form. No-
tice that, in the paramagnetic phase, the lattice enters
the mean-field equations only through the noninteract-
ing density of states D(⇤). Since many different lattices
give rise to the same density of states in the limit of large
coordination, one can construct models with the same
single-particle properties (i.e., the same Green’s func-
tion) in the paramagnetic phases but very different
properties regarding magnetic responses and transitions
to phases with long-range order (Müller-Hartmann,
1989a). We refer to Sec. IV and Appendix A for a more
detailed explanation of this point, and to Sec. VII.D for
explicit examples.

The first case to be discussed is the d-dimensional cu-
bic lattice with nearest-neighbor hopping (with coordi-
nation z�2d). In order that the kinetic and interaction
energies remain of the same order of magnitude in the
d�⇧ limit, the hopping amplitude must be scaled ap-
propriately (Metzner and Vollhardt, 1989). The correct
scaling is easily found from the Fourier transform ⇤k of
t ij , which for a generic vector k involves  n�1

d cos(kn), a
sum of d numbers with essentially random signs. Hence
t ij must be scaled as

t ij�
t

�2d
. (18)

More precisely, this ensures that the density of states has
a well-defined d�⇧ limiting form, which reads (from
the central-limit theorem)

D�⇤��
1

t�2⌦
exp⇤ ⇤

⇤2

2t2⇥ . (19)

This expression, and various useful properties of tight-
binding electrons on a d�⇧ cubic lattice, is derived in
Appendix A. The Hilbert transform of (19) reads (for
t=1/&):

D̃�⇥��⇤is�⌦ exp�⇤⇥2�erfc�⇤is⇥�, (20)

where s=sgn[Im(⇥)] and erfc denotes the complemen-
tary complex error function. There is no simple explicit
form for the reciprocal function R(G) in this case and
hence (7) must be used as an implicit relation between
G 0 and G . The Gaussian density of states (19) is also
obtained for the d�⇧ cubic lattice with longer-range
hopping along the coordinate axis. As discussed by
Müller-Hartmann (1989a) and reviewed in Appendix A,
next-nearest-neighbor hopping along the diagonals does
change the density of states and provides an interesting
d=⇧ model in which magnetic order is frustrated.

A second important example is the Bethe lattice
(Cayley tree) with coordination z�⇧ and nearest-
neighbor hopping t ij�t/�z . A semicircular density of
states is obtained in this case (see, e.g., Economou,
1983):

D�⇤��
1

2⌦t2 �4t2⇤⇤2, �⇤�⌅2t . (21)

The Hilbert transform and its reciprocal function take
very simple forms

D̃�⇥���⇥⇤s�⇥2⇤4t2�/2t2, R�G ��t2G⇥1/G (22)

so that the self-consistency relation between the Weiss
function and the local Green’s function takes in this case
the explicit form

TABLE I. Correspondence between the mean-field theory of a classical system and the (dynami-
cal) mean-field theory of a quantum system.

Quantum case Classical case

� ⌃ij�↵t ijc i↵
⇥ cj↵⇥U ini⇤ni⇥ H�⇤ ⌃ij�JijSiSj⇤h iSi Hamiltonian
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• Its Hilbert transform can be done explicitly

G�1
� (i!n) = i!n + µ� t2G�imp(i!n)| {z }

��(i!n)

G�imp(i!n) = D̃(i!n + µ� ⌃�imp(i!n))

R[G�imp](i!n) = i!n + µ� ⌃�imp(i!n)

t2G�imp(i!n) +G�1
�imp(i!n) = i!n + µ� G�1

� (i!n) +G�1
�imp(i!n)



The Bethe lattice 40

w
ith
nearest-neighbor
hopping
t ij�
t/�
z,
for
arbitrary

connectivity
z.
W
e
concentrate
on
site
o
and
perform

the
G
aussian
integration
over
all
other
sites
(Fig.
86).

Setting
⇧⇣
i�
n+
�
,this
yields

G
o
o

⇤
1 ⌅⇧ ⌘�
⇧⇤

t2 z
� ↵i,o
�

G
ii⌅o

⌘ �
⇧⇤
t2 G
ii⌅o

⌘ .

(A
39)

In
this
equation
i
denotes
a
neighbor
of
o
and
G
ii(o

)
is

the
G
reen’s
function
of
site
i
once
o
has
been
rem
oved.

Translation
invariance
has
been
used,
all
sites
i
being

identical.For
finite
connectivity
how
ever,G
ii(o

)
does
not

coincide
w
ith
G
o
o
even
in
the
lim
it
of
an
infinite
lattice.

T
his
is
because
the
local
topology
has
been
changed

w
hen
rem
oving
site
o
:each
neighbor
i
now
has
only
z�1

nearest
neighbors.
For
large
connectivity,
this
is
of

course
a
1/z
effect,and
G
ii(o

)
can
be
identified
to
G
o
o
in

the
equation
above,yielding
a
closed
form
ula.E
ven
for

finite
connectivity
how
ever,the
elim
ination
process
can

be
taken
one
step
further,
perform
ing
the
G
aussian
in-

tegration
over
the
z�1
neighbors
of
each
site
i.
T
his

yields ⇥G
ii⌅o

⌘ �
⇤
1 �
⇧⇤
⌅z
⇤
1
⌘

t2 z
G
jj⌅o

,i ⌘ .

(A
40)

In
this
equation,G
jj(o

,i) denotes
the
G
reen’s
function
ofa

neighbor
j
of
i,in
the
truncated
tree
w
here
both
sites
o

and
i
have
been
rem
oved.
For
an
infinite
lattice,
j
is

entirely
sim
ilar
to
i,so
that
G
ii(o

) �
G
jj(o

,i) .T
his
yields
a

closed
equation
for
this
quantity:

z
⇤
1

z

t2 ⇥G
ii⌅o

⌘ �2 ⇤
⇧G
ii⌅o

⌘ ⇥
1
�
0,

(A
41)

from
w
hich
the
localG
reen’s
function
G
⇣
G
o
o
[w
hich
is

also
the
H
ilbert
transform
D˜
(⇧)
of
the
density
of
states]

is
finally
obtained
as
[for
Im
(⇧)>0]

G
⇣
D˜
⌅⇧ ⌘�

⌅z
⇤
2
⌘⇧⇤
z�
⇧

2 ⇤
4
⌅z
⇤
1
⌘t2 /z

2
⌅zt2 ⇤
⇧

2 ⌘

.

(A
42)

T
he
density
of
states
D
( ⌃)=�Im
G
(⌃⇥
i0

⇥
)/✏
thus
reads

D
⌅⌃ ⌘�

�
⌃

2 ⇤
4
⌅z
⇤
1
⌘t2 /z

2
✏
⌅t2 ⇤
⌃

2 /z
⌘

.

(A
43)

(O
ne
can
check
that
the
fam
iliar
d
=1
expression
can
be

recovered
for
z=2.)
Taking
the
z�
 
lim
it
yields
the
ex-

pressions
often
used
in
this
article:

G
⇣
D˜
⌅⇧ ⌘�

⇧⇤
�
⇧

2 ⇤
4t2

2t2

,
D
⌅⌃ ⌘�

�
⌃

2 ⇤
4t2

2
✏
t2

.
(A
44)

It
m
ay
also
be
useful
to
quote
the
expression
of
the

reciprocalfunction
R
(G
)
ofthe
H
ilberttransform
D˜
(⇧),

i.e.,such
that
R
(D˜
(⇧))=
⇧.For
arbitrary
connectivity,itis

the
solution
of
the
quadratic
equation:

⌅z
⇤
1
⌘R

2 ⇥
⌅z
⇤
1
⌘ ⌅z
⇤
2
⌘

G

R

⇤
⌅z
⇤
1
⌘2 ⇥

z
z
⇤
1

t2 ⇥

1 G
2��
0.

(A
45)
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z�
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recovers
(Sec.II)
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z = 3

• A lattice with no loop.
• Hopping t between nearest neighbours
• Connectivity z = number of neighbours
• In the limit of infinite number of neighbours  : z→∞

R(G) = t2G+G�1

Finally, besides its intuitive appeal, the mapping onto
impurity models has proven to be useful for practical
calculations. These models have been studied intensively
in the last 30 years by a variety of analytical and numeri-
cal techniques, and this knowledge can be put to good
use in order to understand strongly correlated lattice
models in large dimensions. The crucial step is to use
reliable tools to solve Seff . Recent progress in the field
came from an effort in exploiting the connection with
impurity models in a qualitative and quantitative man-
ner.

C. The limit of infinite dimensions

The above mean-field equations become exact in the
limit of infinite coordination on various lattices. In this
section, we discuss several such examples and in each
case we give the relation (7) between the local Green’s
function and the Weiss function G 0 in explicit form. No-
tice that, in the paramagnetic phase, the lattice enters
the mean-field equations only through the noninteract-
ing density of states D(⇤). Since many different lattices
give rise to the same density of states in the limit of large
coordination, one can construct models with the same
single-particle properties (i.e., the same Green’s func-
tion) in the paramagnetic phases but very different
properties regarding magnetic responses and transitions
to phases with long-range order (Müller-Hartmann,
1989a). We refer to Sec. IV and Appendix A for a more
detailed explanation of this point, and to Sec. VII.D for
explicit examples.

The first case to be discussed is the d-dimensional cu-
bic lattice with nearest-neighbor hopping (with coordi-
nation z�2d). In order that the kinetic and interaction
energies remain of the same order of magnitude in the
d�⇧ limit, the hopping amplitude must be scaled ap-
propriately (Metzner and Vollhardt, 1989). The correct
scaling is easily found from the Fourier transform ⇤k of
t ij , which for a generic vector k involves  n�1

d cos(kn), a
sum of d numbers with essentially random signs. Hence
t ij must be scaled as

t ij�
t

�2d
. (18)

More precisely, this ensures that the density of states has
a well-defined d�⇧ limiting form, which reads (from
the central-limit theorem)

D�⇤��
1

t�2⌦
exp⇤ ⇤

⇤2

2t2⇥ . (19)

This expression, and various useful properties of tight-
binding electrons on a d�⇧ cubic lattice, is derived in
Appendix A. The Hilbert transform of (19) reads (for
t=1/&):

D̃�⇥��⇤is�⌦ exp�⇤⇥2�erfc�⇤is⇥�, (20)

where s=sgn[Im(⇥)] and erfc denotes the complemen-
tary complex error function. There is no simple explicit
form for the reciprocal function R(G) in this case and
hence (7) must be used as an implicit relation between
G 0 and G . The Gaussian density of states (19) is also
obtained for the d�⇧ cubic lattice with longer-range
hopping along the coordinate axis. As discussed by
Müller-Hartmann (1989a) and reviewed in Appendix A,
next-nearest-neighbor hopping along the diagonals does
change the density of states and provides an interesting
d=⇧ model in which magnetic order is frustrated.

A second important example is the Bethe lattice
(Cayley tree) with coordination z�⇧ and nearest-
neighbor hopping t ij�t/�z . A semicircular density of
states is obtained in this case (see, e.g., Economou,
1983):

D�⇤��
1

2⌦t2 �4t2⇤⇤2, �⇤�⌅2t . (21)

The Hilbert transform and its reciprocal function take
very simple forms

D̃�⇥���⇥⇤s�⇥2⇤4t2�/2t2, R�G ��t2G⇥1/G (22)

so that the self-consistency relation between the Weiss
function and the local Green’s function takes in this case
the explicit form

TABLE I. Correspondence between the mean-field theory of a classical system and the (dynami-
cal) mean-field theory of a quantum system.

Quantum case Classical case

� ⌃ij�↵t ijc i↵
⇥ cj↵⇥U ini⇤ni⇥ H�⇤ ⌃ij�JijSiSj⇤h iSi Hamiltonian

t ij�(1/�d) �i⇤j� Jij�(1/d) �i⇤j� (ferromagnet) Scaling

Gij(i⌥n)�⇤⌃c i
⇥(i⌥n)cj(i⌥n)� ⌃SiSj� Correlation function

Gii(i⌥n)�⇤⌃c i
⇥(i⌥n)ci(i⌥n)� mi�⌃Si� Local observable

���c↵
+(✏)G 0

�1(✏�✏�)c↵(✏�)+�Un⇤n⇥ Heff=�heffS0 Single-site Hamiltonian
Heff= l↵⇤̃ la l↵

⇥ al↵⇥ l↵Vl(a l↵
⇥ c↵+H.c.)

�⌅ ↵c ↵
⇥c↵⇥Un⇤n⇥

G 0(i⌥n) heff Weiss field/function

G 0
�1(i⌥n)�⌥n⇥⌅⇥G(i⌥n)⇤1 heff=z J m+h Relation between Weiss

⇤R[G(i⌥n)] field and local observable

20 A. Georges et al.: Dynamical mean-field theory of . . .

Rev. Mod. Phys., Vol. 68, No. 1, January 1996

• Proof : Free fermions on the Bethe Lattice for  z→∞ : 

G�1(i!n) = i!n + µ� t2G(i!n)

G(i!n) = D̃(i!n + µ) i!n + µ = R[G] = t2G+G�1⟹
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Se↵ = �
Z �

0
c†�(⌧)G�1

� (⌧ � ⌧ 0)c�(⌧
0) +

Z �

0
d⌧ Un"(⌧)n#(⌧)

G�1
� (i!n) = i!n + µ� t2G�imp(i!n)| {z }

��(i!n)

G�imp(⌧) ⌘ �
⌦
Tc�(⌧)c

†
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↵
Seff

w
ith
nearest-neighbor
hopping
t ij�
t/�
z,
for
arbitrary

connectivity
z.
W
e
concentrate
on
site
o
and
perform

the
G
aussian
integration
over
all
other
sites
(Fig.
86).
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⇧⇣
i�
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�
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⇧⇤

t2 z
� ↵i,o
�

G
ii⌅o

⌘ �
⇧⇤
t2 G
ii⌅o

⌘ .

(A
39)

In
this
equation
i
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a
neighbor
of
o
and
G
ii(o

)
is

the
G
reen’s
function
of
site
i
once
o
has
been
rem
oved.

Translation
invariance
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all
sites
i
being

identical.For
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how
ever,G
ii(o

)
does
not
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w
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G
o
o
even
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the
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it
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infinite
lattice.

T
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is
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local
topology
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been
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w
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o
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i
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z�1
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neighbors.
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a
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G
o
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z�1
neighbors
of
each
site
i.
T
his

yields ⇥G
ii⌅o

⌘ �
⇤
1 �
⇧⇤
⌅z
⇤
1
⌘

t2 z
G
jj⌅o

,i ⌘ .

(A
40)

In
this
equation,G
jj(o

,i) denotes
the
G
reen’s
function
ofa

neighbor
j
of
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the
truncated
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w
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both
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o
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been
rem
oved.
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j
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(O
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can
check
that
the
fam
iliar
d
=1
expression
can
be

recovered
for
z=2.)
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the
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article:
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It
m
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also
be
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to
quote
the
expression
of
the

reciprocalfunction
R
(G
)
ofthe
H
ilberttransform
D˜
(⇧),

i.e.,such
that
R
(D˜
(⇧))=
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arbitrary
connectivity,it
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of
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For
z�
 
,one
recovers
(Sec.II)
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In
this
A
ppendix,
w
e
first
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the
derivation
of
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e
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the
form
ulas
in
Sec.
V
I.A
.1,
and
show
the

equivalence
of
the
H
irsch-Fye
approach
w
ith
the

B
lanckenbeckler,
Scalapino,
and
Sugar
algorithm
.
W
e

also
provide
som
e
guidance
for
the
Q
M
C
program
s
pro-

vided
w
ith
this
article.
Finally,
details
are
given
on
the

num
ericalim
plem
entation
of
the
self-consistency
condi-

tion.
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• Bethe lattice  =  semi-circular dos

• Physically meaning full, since semi-circular dos is a reasonable shape

• DMFT on the Bethe lattice at z→∞ 
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How to solve DMFT equations ?



Notion of “Impurity Solver”

• Any method/algorithm that compute G from 

43

G

Se↵ = �
Z �

0
c†�(⌧)G�1

� (⌧ � ⌧ 0)c�(⌧
0) +

Z �

0
d⌧ Un"(⌧)n#(⌧)

• The most challenging part of a DMFT computation.

• Cf Lecture 3.  
In Lecture 1 & 2, I simply assume that I have an impurity solver.

G�imp(⌧) ⌘ �
⌦
Tc�(⌧)c

†
�(0)

↵
Seff
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⌃�imp(i!n) ⌘ G�1
� (i!n)�G�1

�imp(i!n)

Se↵ = �
Z �

0
c†�(⌧)G�1

� (⌧ � ⌧ 0)c�(⌧
0) +

Z �

0
d⌧ Un"(⌧)n#(⌧)

G�imp(⌧) ⌘ �
⌦
Tc�(⌧)c

†
�(0)

↵
Seff

G Gimp, Σimp

Impurity solver

Self consistency condition

• In practice, the iterative loop is (almost) always convergent.

G�imp[G](i!n) =
X

k

1

i!n + µ� ✏k � ⌃�imp[G](i!n)
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Derivation of the DMFT equations



Functionals

• A very general method in statistical physics:

• Pick up the relevant physical quantity X

• Build a functional Γ(X), 

• Approximate the “complicated” part of Γ(X)

• Examples:

• magnetic transition X =m

• Density functional theory X = ρ(x), electronic density

• DMFT, X = G

46



Luttinger-Ward functional 

• Take action of Hubbard model, with a quadratic source h

47

• “Grand potential” = Legendre transform to eliminate h for G

• Free energy is a function of h

S =

Z
d⌧d⌧ 0

X

ij

c†i�(⌧)
⇣
g�1
0ij + hij

⌘
(⌧ � ⌧ 0)c�j(⌧

0) +

Z
d⌧U

X

i

ni"(⌧)ni#(⌧)

Gij(⌧ � ⌧ 0) = �
D
ci(⌧)c

†
j(⌧

0)
E
=

@⌦

@hji(⌧ 0 � ⌧)

�[G] = Tr lnG� Tr(g�1
0 G)

| {z }
U=0 term

+ �[G]

�[G] = ⌦[h]� Tr(hG) @�[G]

@G
= h = 0

⌦[h] = � log

Z
D[c†c]e�S[h]



• Diagrammatics:  
Φ[G] is the sum of two-particles irreducible (2PI) diagrams

• Dyson as a functional equation for G

Luttinger-Ward functional : properties

• From the stationarity of Γ[G] at the physical G:

48

• A standard object in many-body theory. Conserving approximations

• In strong coupling, Φ is in fact multivalued. G[g0] is not inversible 

G�1 = g�1
0 � ⌃[G]

perform a summation over successive shells of neighbors
in real space, rather than momentum summations.

Besides this practical use, these properties of pertur-
bation theory in d=` can also be used to formally derive
the dynamical mean-field equations. Consider the real-
space self-energy S ij(ivn). It is clear that not all dia-
grams of a standard weak-coupling expansion for this
quantity can be fully collapsed to a local form. An ex-
ample of a diagram which cannot be collapsed is pro-
vided by Fig. 3. We can consider making, however, a
‘‘skeleton’’ expansion of S rather than a direct expan-
sion: this amounts to grouping together all corrections to
internal propagators, so that all lines of a skeleton dia-
gram stand for the full interacting fermion propagator
Gij . The diagrams in Fig. 2 are skeleton diagrams, but
the one in Fig. 3 is not. In this way, the self-energy can
be viewed as a functional of the interacting Green’s
functions:

S ij5S ij
skel@$Gkl%# . (39)

It is easily seen that two internal vertices of a skeleton
diagram can always be connected by more than two
paths, so that all diagrams contributing to S in a skel-
eton perturbation expansion can be fully collapsed to a
single-site. More generally, this is true of the Luttinger-
Ward free-energy functional F[$Gij%], which is the sum
of all vacuum-to-vacuum skeleton graphs (Fig. 4). This
functional is such that (see, e.g., Abrikosov et al., 1965):

S ij~ ivn!5
dF

dGij~ ivn!
. (40)

Hence, as d!`, F and S ij
skel depend only on the local

(site-diagonal) Green’s functions Gii :

F5(
i

f@Gii# , d!` , (41)

in which f is a functional of the local Green’s function at
site i only. An obvious consequence is that the self-
energy is site diagonal:

S ij~ ivn!5d ijS~ ivn!. (42)

Furthermore, it must be possible to generate the func-
tionals f[G] and Sskel[G] from a purely local theory. A
simple inspection of Feynman rules shows that the effec-
tive action Seff in Eq. (6) precisely achieves this goal.
From this point of view, the Weiss function G 0 just plays
the role of a dummy variable which never enters the
final forms of f, Sskel. Once these functionals are known,
the actual value of S is found by writing that the local
lattice Green’s function is given by SkG(k,ivn), namely:

G~ ivn!5E
2`

1`

de
D~e!

ivn2e2Sskel@G~ ivn!#
. (43)

This should be viewed as a functional equation for
G(ivn), which is of course equivalent to the self-
consistency condition (7). This point of view is formally
useful to prove reduction to a single-site problem, but is
not practical because of the difficulty in handling skel-
eton functionals. In fact, it has been so far impossible to
obtain exact or even approximate expressions of Sskel for
the Hubbard model, which would give reasonable re-
sults when inserted in (43), except for very small U . A
remarkable case for which Sskel[G] can be obtained in
closed form is the Falicov-Kimball model (Sec. VIII.B),
which is exactly solvable as d!` (Brandt and Mielsch,
1989–1991). For most models, it is much more useful in
practice to think of all quantities as functionals of G 0
and to promote the latter to the rank of a fundamental
quantity which has a clear physical interpretation as a
‘‘Weiss function’’ (Georges and Kotliar, 1992).

This formalism is also useful for establishing the rela-
tion between the lattice and the impurity model free-
energies, V and Vimp (Brandt and Mielsch, 1991). In-
deed, V is related to the Luttinger-Ward functional F by
(see, e.g., Abrikosov et al., 1965):

V5F1T (
n ,k,s

@ lnGs~k,ivn!2Ss~ ivn!Gs~k,ivn!# ,

(44)

while, for the impurity model (6),

V imp5f@G#1T(
ns

@ lnGs~ ivn!2Ss~ ivn!Gs~ ivn!# .

(45)

Eliminating the functional F between these two equa-
tions [using Eq. (41)], and taking into account transla-
tion invariance, one obtains the following expression for
the free-energy:

V

N
5V imp2T(

ns
S E

2`

1`

de D~e!

3ln@ ivn1m2Ss~ ivn!2e#1ln Gs~ ivn! D , (46)

Note also that the internal energy can be expressed in
terms of local quantities only (see, e.g., Fetter and Wa-
lecka, 1971):

FIG. 3. Example of a diagram that cannot be ‘‘collapsed’’ to a
single-site, because only two independent paths connect site i
to site k (or j to l). Note that this is not a skeleton diagram,
since it contains a correction to the ij propagator.

FIG. 4. First two contributions to the Luttinger-Ward func-
tional.
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perform a summation over successive shells of neighbors
in real space, rather than momentum summations.

Besides this practical use, these properties of pertur-
bation theory in d=` can also be used to formally derive
the dynamical mean-field equations. Consider the real-
space self-energy S ij(ivn). It is clear that not all dia-
grams of a standard weak-coupling expansion for this
quantity can be fully collapsed to a local form. An ex-
ample of a diagram which cannot be collapsed is pro-
vided by Fig. 3. We can consider making, however, a
‘‘skeleton’’ expansion of S rather than a direct expan-
sion: this amounts to grouping together all corrections to
internal propagators, so that all lines of a skeleton dia-
gram stand for the full interacting fermion propagator
Gij . The diagrams in Fig. 2 are skeleton diagrams, but
the one in Fig. 3 is not. In this way, the self-energy can
be viewed as a functional of the interacting Green’s
functions:

S ij5S ij
skel@$Gkl%# . (39)

It is easily seen that two internal vertices of a skeleton
diagram can always be connected by more than two
paths, so that all diagrams contributing to S in a skel-
eton perturbation expansion can be fully collapsed to a
single-site. More generally, this is true of the Luttinger-
Ward free-energy functional F[$Gij%], which is the sum
of all vacuum-to-vacuum skeleton graphs (Fig. 4). This
functional is such that (see, e.g., Abrikosov et al., 1965):

S ij~ ivn!5
dF

dGij~ ivn!
. (40)

Hence, as d!`, F and S ij
skel depend only on the local

(site-diagonal) Green’s functions Gii :

F5(
i

f@Gii# , d!` , (41)

in which f is a functional of the local Green’s function at
site i only. An obvious consequence is that the self-
energy is site diagonal:

S ij~ ivn!5d ijS~ ivn!. (42)

Furthermore, it must be possible to generate the func-
tionals f[G] and Sskel[G] from a purely local theory. A
simple inspection of Feynman rules shows that the effec-
tive action Seff in Eq. (6) precisely achieves this goal.
From this point of view, the Weiss function G 0 just plays
the role of a dummy variable which never enters the
final forms of f, Sskel. Once these functionals are known,
the actual value of S is found by writing that the local
lattice Green’s function is given by SkG(k,ivn), namely:

G~ ivn!5E
2`

1`

de
D~e!

ivn2e2Sskel@G~ ivn!#
. (43)

This should be viewed as a functional equation for
G(ivn), which is of course equivalent to the self-
consistency condition (7). This point of view is formally
useful to prove reduction to a single-site problem, but is
not practical because of the difficulty in handling skel-
eton functionals. In fact, it has been so far impossible to
obtain exact or even approximate expressions of Sskel for
the Hubbard model, which would give reasonable re-
sults when inserted in (43), except for very small U . A
remarkable case for which Sskel[G] can be obtained in
closed form is the Falicov-Kimball model (Sec. VIII.B),
which is exactly solvable as d!` (Brandt and Mielsch,
1989–1991). For most models, it is much more useful in
practice to think of all quantities as functionals of G 0
and to promote the latter to the rank of a fundamental
quantity which has a clear physical interpretation as a
‘‘Weiss function’’ (Georges and Kotliar, 1992).

This formalism is also useful for establishing the rela-
tion between the lattice and the impurity model free-
energies, V and Vimp (Brandt and Mielsch, 1991). In-
deed, V is related to the Luttinger-Ward functional F by
(see, e.g., Abrikosov et al., 1965):

V5F1T (
n ,k,s

@ lnGs~k,ivn!2Ss~ ivn!Gs~k,ivn!# ,

(44)

while, for the impurity model (6),

V imp5f@G#1T(
ns

@ lnGs~ ivn!2Ss~ ivn!Gs~ ivn!# .

(45)

Eliminating the functional F between these two equa-
tions [using Eq. (41)], and taking into account transla-
tion invariance, one obtains the following expression for
the free-energy:

V

N
5V imp2T(

ns
S E

2`

1`

de D~e!

3ln@ ivn1m2Ss~ ivn!2e#1ln Gs~ ivn! D , (46)

Note also that the internal energy can be expressed in
terms of local quantities only (see, e.g., Fetter and Wa-
lecka, 1971):

FIG. 3. Example of a diagram that cannot be ‘‘collapsed’’ to a
single-site, because only two independent paths connect site i
to site k (or j to l). Note that this is not a skeleton diagram,
since it contains a correction to the ij propagator.

FIG. 4. First two contributions to the Luttinger-Ward func-
tional.
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@�[G]

@G
= 0 ⟹ �ij =

�⇥
�Gji

Baym, Kadanoff,  
De Dominicis, Martin 64



Definition of DMFT

• DMFT : only the local diagrams in Φ  
(in real space, same point on lattice)

49

�(Gij) =
X

i

�1(Gii)

• DMFT is exact for U=0 and in the atomic limit (tij=0).

• Exercise : Show it from the previous equations

Metzner-Vollhardt ’89, Georges-Kotliar ’92

H = �
�

⇤ij⌅,�=�,⇥

tijc
†
i�cj� + Uni�ni⇥, ni� ⇥ c†i�ci�

Why is it the same as before ? Where is the bath ?

• Hubbard model



Impurity = auxiliary local model 50

• Φ does not depend on the bare propagator, only on the vertex, so

Simp = �
ZZ �

0
d⌧d⌧ 0

X

�

c̄�⌧G�1(⌧ � ⌧ 0)c�⌧ 0 +

Z �

0
d⌧Un"(⌧)n#(⌧)

�
1

= �
Impurity for any G = �

atom

• The impurity exactly sums in Σ the 2PI local diagrams if we fix the 
bath such that :

Gimp = Glatt
ii

• Moreover  
⌃latt

ij =
@�

@Gji
= �ij⌃imp

�(Gij) =
X

i

�1(Gii)

DMFT self-consistency 
equations

G�imp[G](i!n) =
X

k

1

i!n + µ� ✏k � ⌃�imp[G](i!n)



Analogy with DFT

• Density Functional Theory (DFT)

• Functional F[ρ(x)]. 

• Approximate exchange energy term

• Effective model : 1 electron in a Kohn-Sham potential

• DMFT

• Functional Γ[G]

• Approximated Φ[G]

• Effective model :  impurity.  An atom in a electronic bath

51

G. Kotliar, S. Y. Savrasov, K. Haule, V. S. Oudovenko,  
O. Parcollet, C. Marianetti, Rev. Mod. Phys. 78, 865 (2006)



Large dimension : d →∞

• Consider an hypercubic lattice in dimension d

• Scale the hopping as :

• Then 

52

tp
d

Metzner-Vollhardt ’89

�(Gij) !
d!1

X

i

�1(Gii)

• Combinatoric proof: Cf RMP  Georges et al.  1996  
2PI implies at least 3 independent paths between 2 points, hence 
non local diagrams scale at least like 1/√d. 



Open various routes for generalisation

• Control

• Successive approximation of Φ. Cluster, Cf lecture 2

53

�Hubbard[Gij ] =
X

i

�1(Gii)

| {z }
Local = DMFT

+
X

hi,ji

�2(Gi,j) +
X

hi,j,ki

�3(Gi,j , Gi,k, Gj,k) + . . .

| {z }
Non local = clusters

• Unification DFT + DMFT

• Take a functional of G and ρ ! Cf Ref 2,  Kotliar et al. RMP 2007

• Higher order functional (more Legendre transform).

• The central object is not G, but a higher order correlator/vertex. 
Cf lecture 2. Trilex, DΓA



54

Other physical quantities than G ?



Thermodynamics. Free Energy

• Free energy on the lattice (in DMFT) ≠ Impurity free energy 

• On the lattice :

55

perform a summation over successive shells of neighbors
in real space, rather than momentum summations.

Besides this practical use, these properties of pertur-
bation theory in d=↵ can also be used to formally derive
the dynamical mean-field equations. Consider the real-
space self-energy � ij(i�n). It is clear that not all dia-
grams of a standard weak-coupling expansion for this
quantity can be fully collapsed to a local form. An ex-
ample of a diagram which cannot be collapsed is pro-
vided by Fig. 3. We can consider making, however, a
‘‘skeleton’’ expansion of � rather than a direct expan-
sion: this amounts to grouping together all corrections to
internal propagators, so that all lines of a skeleton dia-
gram stand for the full interacting fermion propagator
Gij . The diagrams in Fig. 2 are skeleton diagrams, but
the one in Fig. 3 is not. In this way, the self-energy can
be viewed as a functional of the interacting Green’s
functions:

� ij⇥� ij
skel⇤⌘Gkl⌃⇥ . (39)

It is easily seen that two internal vertices of a skeleton
diagram can always be connected by more than two
paths, so that all diagrams contributing to � in a skel-
eton perturbation expansion can be fully collapsed to a
single-site. More generally, this is true of the Luttinger-
Ward free-energy functional �[⌘Gij⌃], which is the sum
of all vacuum-to-vacuum skeleton graphs (Fig. 4). This
functional is such that (see, e.g., Abrikosov et al., 1965):

� ij⌅ i�n⇣⇥
 �

 Gij⌅ i�n⇣
. (40)

Hence, as d�↵, � and � ij
skel depend only on the local

(site-diagonal) Green’s functions Gii :

�⇥�
i

�⇤Gii⇥ , d�↵ , (41)

in which � is a functional of the local Green’s function at
site i only. An obvious consequence is that the self-
energy is site diagonal:

� ij⌅ i�n⇣⇥ ij�⌅ i�n⇣. (42)

Furthermore, it must be possible to generate the func-
tionals �[G] and �skel[G] from a purely local theory. A
simple inspection of Feynman rules shows that the effec-
tive action Seff in Eq. (6) precisely achieves this goal.
From this point of view, the Weiss function G 0 just plays
the role of a dummy variable which never enters the
final forms of �, �skel. Once these functionals are known,
the actual value of � is found by writing that the local
lattice Green’s function is given by �kG(k,i�n), namely:

G⌅ i�n⇣⇥⇤
⌅↵

⇤↵

d⇧
D⌅⇧⇣

i�n⌅⇧⌅�skel⇤G⌅ i�n⇣⇥
. (43)

This should be viewed as a functional equation for
G(i�n), which is of course equivalent to the self-
consistency condition (7). This point of view is formally
useful to prove reduction to a single-site problem, but is
not practical because of the difficulty in handling skel-
eton functionals. In fact, it has been so far impossible to
obtain exact or even approximate expressions of �skel for
the Hubbard model, which would give reasonable re-
sults when inserted in (43), except for very small U . A
remarkable case for which �skel[G] can be obtained in
closed form is the Falicov-Kimball model (Sec. VIII.B),
which is exactly solvable as d�↵ (Brandt and Mielsch,
1989–1991). For most models, it is much more useful in
practice to think of all quantities as functionals of G 0
and to promote the latter to the rank of a fundamental
quantity which has a clear physical interpretation as a
‘‘Weiss function’’ (Georges and Kotliar, 1992).

This formalism is also useful for establishing the rela-
tion between the lattice and the impurity model free-
energies, ⌦ and ⌦imp (Brandt and Mielsch, 1991). In-
deed, ⌦ is related to the Luttinger-Ward functional � by
(see, e.g., Abrikosov et al., 1965):

⌦⇥�⇤T �
n ,k,✏

⇤ lnG✏⌅k,i�n⇣⌅�✏⌅ i�n⇣G✏⌅k,i�n⇣⇥ ,

(44)

while, for the impurity model (6),

⌦ imp⇥�⇤G⇥⇤T�
n✏

⇤ lnG✏⌅ i�n⇣⌅�✏⌅ i�n⇣G✏⌅ i�n⇣⇥ .

(45)

Eliminating the functional � between these two equa-
tions [using Eq. (41)], and taking into account transla-
tion invariance, one obtains the following expression for
the free-energy:

⌦

N
⇥⌦ imp⌅T�

n✏
⇥ ⇤

⌅↵

⇤↵

d⇧ D⌅⇧⇣

�ln⇤ i�n⇤⌥⌅�✏⌅ i�n⇣⌅⇧⇥⇤ln G✏⌅ i�n⇣ � , (46)

Note also that the internal energy can be expressed in
terms of local quantities only (see, e.g., Fetter and Wa-
lecka, 1971):

FIG. 3. Example of a diagram that cannot be ‘‘collapsed’’ to a
single-site, because only two independent paths connect site i
to site k (or j to l). Note that this is not a skeleton diagram,
since it contains a correction to the ij propagator.

FIG. 4. First two contributions to the Luttinger-Ward func-
tional.
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• For the impurity : 

perform a summation over successive shells of neighbors
in real space, rather than momentum summations.

Besides this practical use, these properties of pertur-
bation theory in d=↵ can also be used to formally derive
the dynamical mean-field equations. Consider the real-
space self-energy � ij(i�n). It is clear that not all dia-
grams of a standard weak-coupling expansion for this
quantity can be fully collapsed to a local form. An ex-
ample of a diagram which cannot be collapsed is pro-
vided by Fig. 3. We can consider making, however, a
‘‘skeleton’’ expansion of � rather than a direct expan-
sion: this amounts to grouping together all corrections to
internal propagators, so that all lines of a skeleton dia-
gram stand for the full interacting fermion propagator
Gij . The diagrams in Fig. 2 are skeleton diagrams, but
the one in Fig. 3 is not. In this way, the self-energy can
be viewed as a functional of the interacting Green’s
functions:

� ij⇥� ij
skel⇤⌘Gkl⌃⇥ . (39)

It is easily seen that two internal vertices of a skeleton
diagram can always be connected by more than two
paths, so that all diagrams contributing to � in a skel-
eton perturbation expansion can be fully collapsed to a
single-site. More generally, this is true of the Luttinger-
Ward free-energy functional �[⌘Gij⌃], which is the sum
of all vacuum-to-vacuum skeleton graphs (Fig. 4). This
functional is such that (see, e.g., Abrikosov et al., 1965):

� ij⌅ i�n⇣⇥
 �

 Gij⌅ i�n⇣
. (40)

Hence, as d�↵, � and � ij
skel depend only on the local

(site-diagonal) Green’s functions Gii :

�⇥�
i

�⇤Gii⇥ , d�↵ , (41)

in which � is a functional of the local Green’s function at
site i only. An obvious consequence is that the self-
energy is site diagonal:

� ij⌅ i�n⇣⇥ ij�⌅ i�n⇣. (42)

Furthermore, it must be possible to generate the func-
tionals �[G] and �skel[G] from a purely local theory. A
simple inspection of Feynman rules shows that the effec-
tive action Seff in Eq. (6) precisely achieves this goal.
From this point of view, the Weiss function G 0 just plays
the role of a dummy variable which never enters the
final forms of �, �skel. Once these functionals are known,
the actual value of � is found by writing that the local
lattice Green’s function is given by �kG(k,i�n), namely:

G⌅ i�n⇣⇥⇤
⌅↵

⇤↵

d⇧
D⌅⇧⇣

i�n⌅⇧⌅�skel⇤G⌅ i�n⇣⇥
. (43)

This should be viewed as a functional equation for
G(i�n), which is of course equivalent to the self-
consistency condition (7). This point of view is formally
useful to prove reduction to a single-site problem, but is
not practical because of the difficulty in handling skel-
eton functionals. In fact, it has been so far impossible to
obtain exact or even approximate expressions of �skel for
the Hubbard model, which would give reasonable re-
sults when inserted in (43), except for very small U . A
remarkable case for which �skel[G] can be obtained in
closed form is the Falicov-Kimball model (Sec. VIII.B),
which is exactly solvable as d�↵ (Brandt and Mielsch,
1989–1991). For most models, it is much more useful in
practice to think of all quantities as functionals of G 0
and to promote the latter to the rank of a fundamental
quantity which has a clear physical interpretation as a
‘‘Weiss function’’ (Georges and Kotliar, 1992).

This formalism is also useful for establishing the rela-
tion between the lattice and the impurity model free-
energies, ⌦ and ⌦imp (Brandt and Mielsch, 1991). In-
deed, ⌦ is related to the Luttinger-Ward functional � by
(see, e.g., Abrikosov et al., 1965):

⌦⇥�⇤T �
n ,k,✏

⇤ lnG✏⌅k,i�n⇣⌅�✏⌅ i�n⇣G✏⌅k,i�n⇣⇥ ,

(44)

while, for the impurity model (6),

⌦ imp⇥�⇤G⇥⇤T�
n✏

⇤ lnG✏⌅ i�n⇣⌅�✏⌅ i�n⇣G✏⌅ i�n⇣⇥ .

(45)

Eliminating the functional � between these two equa-
tions [using Eq. (41)], and taking into account transla-
tion invariance, one obtains the following expression for
the free-energy:

⌦

N
⇥⌦ imp⌅T�

n✏
⇥ ⇤

⌅↵

⇤↵

d⇧ D⌅⇧⇣

�ln⇤ i�n⇤⌥⌅�✏⌅ i�n⇣⌅⇧⇥⇤ln G✏⌅ i�n⇣ � , (46)

Note also that the internal energy can be expressed in
terms of local quantities only (see, e.g., Fetter and Wa-
lecka, 1971):

FIG. 3. Example of a diagram that cannot be ‘‘collapsed’’ to a
single-site, because only two independent paths connect site i
to site k (or j to l). Note that this is not a skeleton diagram,
since it contains a correction to the ij propagator.

FIG. 4. First two contributions to the Luttinger-Ward func-
tional.
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perform a summation over successive shells of neighbors
in real space, rather than momentum summations.

Besides this practical use, these properties of pertur-
bation theory in d=↵ can also be used to formally derive
the dynamical mean-field equations. Consider the real-
space self-energy � ij(i�n). It is clear that not all dia-
grams of a standard weak-coupling expansion for this
quantity can be fully collapsed to a local form. An ex-
ample of a diagram which cannot be collapsed is pro-
vided by Fig. 3. We can consider making, however, a
‘‘skeleton’’ expansion of � rather than a direct expan-
sion: this amounts to grouping together all corrections to
internal propagators, so that all lines of a skeleton dia-
gram stand for the full interacting fermion propagator
Gij . The diagrams in Fig. 2 are skeleton diagrams, but
the one in Fig. 3 is not. In this way, the self-energy can
be viewed as a functional of the interacting Green’s
functions:

� ij⇥� ij
skel⇤⌘Gkl⌃⇥ . (39)

It is easily seen that two internal vertices of a skeleton
diagram can always be connected by more than two
paths, so that all diagrams contributing to � in a skel-
eton perturbation expansion can be fully collapsed to a
single-site. More generally, this is true of the Luttinger-
Ward free-energy functional �[⌘Gij⌃], which is the sum
of all vacuum-to-vacuum skeleton graphs (Fig. 4). This
functional is such that (see, e.g., Abrikosov et al., 1965):

� ij⌅ i�n⇣⇥
 �

 Gij⌅ i�n⇣
. (40)

Hence, as d�↵, � and � ij
skel depend only on the local

(site-diagonal) Green’s functions Gii :

�⇥�
i

�⇤Gii⇥ , d�↵ , (41)

in which � is a functional of the local Green’s function at
site i only. An obvious consequence is that the self-
energy is site diagonal:

� ij⌅ i�n⇣⇥ ij�⌅ i�n⇣. (42)

Furthermore, it must be possible to generate the func-
tionals �[G] and �skel[G] from a purely local theory. A
simple inspection of Feynman rules shows that the effec-
tive action Seff in Eq. (6) precisely achieves this goal.
From this point of view, the Weiss function G 0 just plays
the role of a dummy variable which never enters the
final forms of �, �skel. Once these functionals are known,
the actual value of � is found by writing that the local
lattice Green’s function is given by �kG(k,i�n), namely:

G⌅ i�n⇣⇥⇤
⌅↵

⇤↵

d⇧
D⌅⇧⇣

i�n⌅⇧⌅�skel⇤G⌅ i�n⇣⇥
. (43)

This should be viewed as a functional equation for
G(i�n), which is of course equivalent to the self-
consistency condition (7). This point of view is formally
useful to prove reduction to a single-site problem, but is
not practical because of the difficulty in handling skel-
eton functionals. In fact, it has been so far impossible to
obtain exact or even approximate expressions of �skel for
the Hubbard model, which would give reasonable re-
sults when inserted in (43), except for very small U . A
remarkable case for which �skel[G] can be obtained in
closed form is the Falicov-Kimball model (Sec. VIII.B),
which is exactly solvable as d�↵ (Brandt and Mielsch,
1989–1991). For most models, it is much more useful in
practice to think of all quantities as functionals of G 0
and to promote the latter to the rank of a fundamental
quantity which has a clear physical interpretation as a
‘‘Weiss function’’ (Georges and Kotliar, 1992).

This formalism is also useful for establishing the rela-
tion between the lattice and the impurity model free-
energies, ⌦ and ⌦imp (Brandt and Mielsch, 1991). In-
deed, ⌦ is related to the Luttinger-Ward functional � by
(see, e.g., Abrikosov et al., 1965):

⌦⇥�⇤T �
n ,k,✏

⇤ lnG✏⌅k,i�n⇣⌅�✏⌅ i�n⇣G✏⌅k,i�n⇣⇥ ,

(44)

while, for the impurity model (6),

⌦ imp⇥�⇤G⇥⇤T�
n✏

⇤ lnG✏⌅ i�n⇣⌅�✏⌅ i�n⇣G✏⌅ i�n⇣⇥ .

(45)

Eliminating the functional � between these two equa-
tions [using Eq. (41)], and taking into account transla-
tion invariance, one obtains the following expression for
the free-energy:

⌦

N
⇥⌦ imp⌅T�

n✏
⇥ ⇤

⌅↵

⇤↵

d⇧ D⌅⇧⇣

�ln⇤ i�n⇤⌥⌅�✏⌅ i�n⇣⌅⇧⇥⇤ln G✏⌅ i�n⇣ � , (46)

Note also that the internal energy can be expressed in
terms of local quantities only (see, e.g., Fetter and Wa-
lecka, 1971):

FIG. 3. Example of a diagram that cannot be ‘‘collapsed’’ to a
single-site, because only two independent paths connect site i
to site k (or j to l). Note that this is not a skeleton diagram,
since it contains a correction to the ij propagator.

FIG. 4. First two contributions to the Luttinger-Ward func-
tional.
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• Therefore : 



Response functions

• Susceptibilities are given by the Bethe-Salpeter equation
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Gss8(in ,in8;iv) depending on frequencies only (Zlatić
and Horvatić, 1990). This results from the power-
counting rules stated in Sec. III.B, since any two sites
belonging to G in the real-space representation of the
ladder series are certainly connected by more than two
independent paths. If it were not so, the diagram could
be disconnected by cutting two internal propagators in
contradiction with the assumption that G is irreducible.
Note that this assumes that all vertices in G can be con-
sidered internal (i.e., summed over) and thus G can be
collapsed to a fully local form only when inserted in the
ladder sum above. (When considered by itself, G does
have some momentum dependence, but only its local
component contributes to the ladder sum.) As a result of
this simplification, the summation over momenta can be
performed in each particle-hole bubble independently,
ignoring momentum conservation at the vertex G. In
contrast, note that frequency conservation must be fully
taken into account.

For the sake of simplicity, we shall proceed with the
example of the spin susceptibility xzz. All the other re-
sponse functions can be obtained in an analogous man-
ner. The special case of the frequency-dependent con-
ductivity will also be dealt with in detail below. Only the
spin-antisymmetric component GA contributes to xzz

(the superscript A will be omitted everywhere below).
We denote by x̃q(in ,in8;iv) the result of the above lad-
der sum in which the summation over the first and last
frequencies n,n8 have been omitted [so that the dynami-
cal susceptibility is obtained by summing over frequen-
cies, x(q,iv)=Snn8x̃q(in ,in8;iv)]. x̃ satisfies an integral
equation:

x̃q~ in ,in8;iv!5x̃q
0~ in ;iv!dn ,n8

1x̃q
0~ in ;iv!

1
b (

n9
G~ in ,in9;iv!

3x̃q~ in9,in8;iv! (62)

in which x̃q
0(in ;iv) is obtained by performing the sum-

mation over the internal momentum k in the elementary
particle-hole bubble,

x̃q
0~ in ;iv!52(

k
G~k,in!G~k1q,in1iv!. (63)

It is clear from Eq. (62) that the q dependence of
x(q,ivn) stems entirely from that of x̃q

0. We shall now
characterize more precisely this momentum depen-
dence, concentrating on the case where one really stud-
ies a d=` lattice model (we choose for simplicity the
hypercubic lattice). Later in this section, we shall de-
scribe how dynamical mean-field approximations for
q-dependent response functions of a finite-dimensional
model can be generated in the general spirit of the LISA
approach.

For the d=` hypercubic lattice, the momentum de-
pendence of the response functions simplifies drastically:
as shown in Appendix A, x̃q

0 depends on q (for the hy-
percubic lattice) only through the following quantity
(Brandt and Mielsch, 1989; Müller-Hartmann, 1989a):

X~q!5
1
d (

i51

d

cosqi (64)

Let us discuss in more detail the quite peculiar q depen-
dence of this quantity [and hence of x(q,ivn) in the
d!` limit]. For a ‘‘generic’’ q vector (i.e., for all q’s
except a set of measure zero), the summation in Eq. (64)
is over arguments that are random in sign, and hence is
of order Ad , so that, as d!`,

X~q!50 ~ ‘‘generic’’ q!. (65)

This implies that, for any generic q, x(q,ivn) coincides
with its local (on-site) component:

x~q,ivn!5(
q

x~q,ivn![x loc~ ivn! ~ ‘‘generic’’ q!.

(66)

X(q) may take arbitrary values −1<X<1 for specific
values of q, however. Important examples are the
uniform wave vector q=0 (appropriate for ferromagnetic
ordering) and the zone-corner wave vectors
q=(6p , . . . ,6p) (appropriate for two-sublattice com-
mensurate antiferromagnetic ordering):

X~0!511, X~6p , . . . ,6p!521. (67)

Intermediate values −1<X<1 correspond to incommen-
surate orderings. It is important to realize that even
though these types of ordering are not very easy to vi-
sualize in real space in the d!` limit, they can be stud-
ied through the X(q) dependence of x and indeed are

FIG. 8. (a) Two-particle irreducible vertex function. (b) Lad-
der decomposition of the response function x(q,ivn); the mo-
mentum dependence of G can be ignored inside the ladder sum
in d=`.
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• DMFT approximation :

�latt(k, k0, q, i⌫, i⌫0, i⌦) ⇡ �imp(i⌫, i⌫
0, i⌦)

• Χ, Γ do not enter the self-consistency DMFT equation directly.

• Hence collective modes do not directly affect the electron gas.  
Cf methods beyond DMFT, like Trilex, DΓΑ



Resistivity, optical conductivity

• Neglect vertex correction (exact in d →∞)  
Particle-hole  current-current bubble (with full propagators).
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⇥��⇥(i ,i ⇥;i⌥) depending on frequencies only (Zlatić
and Horvatić, 1990). This results from the power-
counting rules stated in Sec. III.B, since any two sites
belonging to ⇥ in the real-space representation of the
ladder series are certainly connected by more than two
independent paths. If it were not so, the diagram could
be disconnected by cutting two internal propagators in
contradiction with the assumption that ⇥ is irreducible.
Note that this assumes that all vertices in ⇥ can be con-
sidered internal (i.e., summed over) and thus ⇥ can be
collapsed to a fully local form only when inserted in the
ladder sum above. (When considered by itself, ⇥ does
have some momentum dependence, but only its local
component contributes to the ladder sum.) As a result of
this simplification, the summation over momenta can be
performed in each particle-hole bubble independently,
ignoring momentum conservation at the vertex ⇥. In
contrast, note that frequency conservation must be fully
taken into account.

For the sake of simplicity, we shall proceed with the
example of the spin susceptibility ⇣zz. All the other re-
sponse functions can be obtained in an analogous man-
ner. The special case of the frequency-dependent con-
ductivity will also be dealt with in detail below. Only the
spin-antisymmetric component ⇥A contributes to ⇣zz

(the superscript A will be omitted everywhere below).
We denote by ⇣̃q(i ,i ⇥;i⌥) the result of the above lad-
der sum in which the summation over the first and last
frequencies  , ⇥ have been omitted [so that the dynami-
cal susceptibility is obtained by summing over frequen-
cies, ⇣(q,i⌥)=�  ⇥⇣̃q(i ,i ⇥;i⌥)]. ⇣̃ satisfies an integral
equation:

⇣̃q⇤ i ,i ⇥;i⌥✏⇥⇣̃q
0⇤ i ;i⌥✏⇧ , ⇥

⌅⇣̃q
0⇤ i ;i⌥✏

1
� ⌦ �

⇥⇤ i ,i �;i⌥✏

�⇣̃q⇤ i �,i ⇥;i⌥✏ (62)

in which ⇣̃q
0(i ;i⌥) is obtained by performing the sum-

mation over the internal momentum k in the elementary
particle-hole bubble,

⇣̃q
0⇤ i ;i⌥✏⇥⇧⌦

k
G⇤k,i ✏G⇤k⌅q,i ⌅i⌥✏. (63)

It is clear from Eq. (62) that the q dependence of
⇣(q,i⌥n) stems entirely from that of ⇣̃q

0. We shall now
characterize more precisely this momentum depen-
dence, concentrating on the case where one really stud-
ies a d=⌃ lattice model (we choose for simplicity the
hypercubic lattice). Later in this section, we shall de-
scribe how dynamical mean-field approximations for
q-dependent response functions of a finite-dimensional
model can be generated in the general spirit of the LISA
approach.

For the d=⌃ hypercubic lattice, the momentum de-
pendence of the response functions simplifies drastically:
as shown in Appendix A, ⇣̃q

0 depends on q (for the hy-
percubic lattice) only through the following quantity
(Brandt and Mielsch, 1989; Müller-Hartmann, 1989a):

X⇤q✏⇥
1
d ⌦i⇥1

d

cosqi (64)

Let us discuss in more detail the quite peculiar q depen-
dence of this quantity [and hence of ⇣(q,i⌥n) in the
d�⌃ limit]. For a ‘‘generic’’ q vector (i.e., for all q’s
except a set of measure zero), the summation in Eq. (64)
is over arguments that are random in sign, and hence is
of order �d , so that, as d�⌃,

X⇤q✏⇥0 ⇤ ‘‘generic’’ q✏. (65)

This implies that, for any generic q, ⇣(q,i⌥n) coincides
with its local (on-site) component:

⇣⇤q,i⌥n✏⇥⌦
q

⇣⇤q,i⌥n✏�⇣ loc⇤ i⌥n✏ ⇤ ‘‘generic’’ q✏.

(66)

X(q) may take arbitrary values ⇥1⌅X⌅1 for specific
values of q, however. Important examples are the
uniform wave vector q=0 (appropriate for ferromagnetic
ordering) and the zone-corner wave vectors
q=(�↵ , . . . ,�↵) (appropriate for two-sublattice com-
mensurate antiferromagnetic ordering):

X⇤0✏⇥⌅1, X⇤⇤↵ , . . . ,⇤↵✏⇥⇧1. (67)

Intermediate values ⇥1<X<1 correspond to incommen-
surate orderings. It is important to realize that even
though these types of ordering are not very easy to vi-
sualize in real space in the d�⌃ limit, they can be stud-
ied through the X(q) dependence of ⇣ and indeed are

FIG. 8. (a) Two-particle irreducible vertex function. (b) Lad-
der decomposition of the response function ⇣(q,i⌥n); the mo-
mentum dependence of ⇥ can be ignored inside the ladder sum
in d=⌃.
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where ⇤�◆i�+⇧�⌘(i�), and �q is the lattice-dependent
function:

�q⇥⌅1 ,⌅2⇥✏
k

⌃⇥⌅k⌅⌅1⌃⇥⌅k⇤q⌅⌅2. (76)

For a d=↵ lattice, �q only depends on q through X(q),
as mentioned above, and the distribution ⌘q⌃(X⌅X(q))
is a delta function ⌃(X), so that the above approxima-
tion becomes exact.

B. Frequency-dependent conductivity, thermopower and
Hall effect

We now deal in detail with the case of the frequency
dependent conductivity ✓(�,q=0). In this case, we have
seen that the current vertex vk is odd under parity
k��k. Since all k dependence of � can be ignored and
⌅k is even under parity, this implies that all vertex cor-
rections drop out of the current-current correlation
function at q=0 in the d�↵ limit. This observation was
first made by Khurana (1990). A more detailed proof
follows from the Ward identity

��0⇥k⇤q,k⇤ ✏
i⇥1,d

�⇥q i� i⇥k⇤q,k

⇥G⌅1⇥k⇤q,�⇤�⌅G⌅1⇥k,�, (77)

where �0 and �i denote the density and current vertex
respectively and �(q) i=2 sin[(qi)/2] on the hypercubic
lattice. Since in large dimensions the self-energy is inde-
pendent of momentum, and the density vertex is even in
q while the current vertex is odd in q, expanding Eq.
(77) to lowest order in �(q) proves that the current ver-
tex is unrenormalized. Notice that this conclusion is false
as soon as q is finite, because there are nontrivial can-
cellations between the density and the current vertex at
finite q so as to obey Eq. (77).

Hence, only the elementary particle-hole bubble sur-
vives in Eq. (62) for the current-current correlator at
q=0, and one obtains, for the paramagnetic contribution
to the optical conductivity (the diamagnetic term cancels
the 1/� divergence of the real part of the retarded
current-current correlator),

✓⇥ i�⇥
1
�

1
� ✏

k�n✓

1
d ✏

l⇥1

d

4 sin2⇥klG⇥k,i�n

�G⇥k,i�n⇤i�. (78)

One could make use of this expression (inserting the
self-energy calculated from the impurity model) to gen-
erate approximations of the optical conductivity of a
finite-dimensional lattice, in the general spirit of the
LISA method. For a d=↵ model however, the sum over
momenta can be further simplified by expressing it
as an energy integration, and noting that
⌘k⌘ lsin2(kl)⌃(⌅�⌅k)�dD(⌅)/2 for d�↵. This leads to
the final form (Schweitzer and Czycholl, 1991b; Moeller,
Ruckenstein, and Schmidt-Rink, 1992; Pruschke, Cox,
and Jarrell, 1993a, 1993b):

✓⇥ i�⇥
1
�

1
� ✏

�n
⇥

⌅↵

⇤↵

d⌅ D⇥⌅G⇥⌅ ,i�nG⇥⌅ ,i�n⇤i�.

(79)

Using the spectral representation of the Green’s func-
tions, this is also conveniently expressed in terms of the
one-particle spectral density ⌦(⌅,�)=�(1/⇣)
ImG(⌅,�+i0+):

✓⇥ i�⇥
1
� ⇥

⌅↵

⇤↵

d⌅⇥
⌅↵

⇤↵

d�⇥
⌅↵

⇤↵

d��

�D⇥⌅⌦⇥⌅ ,�⌦⇥⌅ ,��
f⇥�⌅f⇥��

�⌅��⇤i�
, (80)

where f is the Fermi function. Performing the analytic
continuation yields (reintroducing dimensional prefac-
tors):

Re ✓⇥�⇤i0⇤⇥⇣
e2

⌥ad ⇥
⌅↵

⇤↵

d⌅⇥
⌅↵

⇤↵

d� D⇥⌅⌦⇥⌅ ,�

�⌦⇥⌅ ,��⇤�
f⇥�⌅f⇥�⇤�

�
. (81)

Finally, we conclude by noting that the absence of vertex
corrections to the current-current correlation function
for d=↵ models is not restricted to that correlation func-
tion, but actually applies to the q=0 correlation function
of any operator such that the vertex factor �k satisfies

✏
k

vk⇥0. (82)

One additional example is the thermopower Q, asso-
ciated with the heat current (⌅k⌅⇧)“k⌅k. The following
d=↵ expression can be established (Schweitzer and Czy-
choll, 1991b; Pruschke, Jarrell, and Freericks, 1996):

Q⇥

�d��d⌅⇥�⌅⇧
 f
 �

⌦⇥⌅ ,�2

eT�d��d⌅
 f
 �

⌦⇥⌅ ,�2
. (83)

Notice, however, that this expression neglects the con-
tribution to the thermal current due to the transport of
doubly occupied sites, which has not been analyzed in
detail yet.

Vertex corrections can also be shown to drop out from
the Hall coefficient. The proof in this case is more in-
volved, since one needs to consider three-point correla-
tions at finite q, and the limit of small wave vector is
taken only at the end of the calculation. Following the
careful analysis of Kohno and Yamada (1988), it may be
shown that the diagrams neglected in their treatment on
the basis of being higher in the small damping constant
are in fact higher order in an expansion in 1/d relative to
the leading terms. This leads to the following expression
at finite temperature:
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where ⇤�◆i�+⇧�⌘(i�), and �q is the lattice-dependent
function:

�q⇥⌅1 ,⌅2⇥✏
k

⌃⇥⌅k⌅⌅1⌃⇥⌅k⇤q⌅⌅2. (76)

For a d=↵ lattice, �q only depends on q through X(q),
as mentioned above, and the distribution ⌘q⌃(X⌅X(q))
is a delta function ⌃(X), so that the above approxima-
tion becomes exact.

B. Frequency-dependent conductivity, thermopower and
Hall effect

We now deal in detail with the case of the frequency
dependent conductivity ✓(�,q=0). In this case, we have
seen that the current vertex vk is odd under parity
k��k. Since all k dependence of � can be ignored and
⌅k is even under parity, this implies that all vertex cor-
rections drop out of the current-current correlation
function at q=0 in the d�↵ limit. This observation was
first made by Khurana (1990). A more detailed proof
follows from the Ward identity

��0⇥k⇤q,k⇤ ✏
i⇥1,d

�⇥q i� i⇥k⇤q,k

⇥G⌅1⇥k⇤q,�⇤�⌅G⌅1⇥k,�, (77)

where �0 and �i denote the density and current vertex
respectively and �(q) i=2 sin[(qi)/2] on the hypercubic
lattice. Since in large dimensions the self-energy is inde-
pendent of momentum, and the density vertex is even in
q while the current vertex is odd in q, expanding Eq.
(77) to lowest order in �(q) proves that the current ver-
tex is unrenormalized. Notice that this conclusion is false
as soon as q is finite, because there are nontrivial can-
cellations between the density and the current vertex at
finite q so as to obey Eq. (77).

Hence, only the elementary particle-hole bubble sur-
vives in Eq. (62) for the current-current correlator at
q=0, and one obtains, for the paramagnetic contribution
to the optical conductivity (the diamagnetic term cancels
the 1/� divergence of the real part of the retarded
current-current correlator),

✓⇥ i�⇥
1
�

1
� ✏

k�n✓

1
d ✏

l⇥1

d

4 sin2⇥klG⇥k,i�n

�G⇥k,i�n⇤i�. (78)

One could make use of this expression (inserting the
self-energy calculated from the impurity model) to gen-
erate approximations of the optical conductivity of a
finite-dimensional lattice, in the general spirit of the
LISA method. For a d=↵ model however, the sum over
momenta can be further simplified by expressing it
as an energy integration, and noting that
⌘k⌘ lsin2(kl)⌃(⌅�⌅k)�dD(⌅)/2 for d�↵. This leads to
the final form (Schweitzer and Czycholl, 1991b; Moeller,
Ruckenstein, and Schmidt-Rink, 1992; Pruschke, Cox,
and Jarrell, 1993a, 1993b):
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d⌅ D⇥⌅G⇥⌅ ,i�nG⇥⌅ ,i�n⇤i�.

(79)

Using the spectral representation of the Green’s func-
tions, this is also conveniently expressed in terms of the
one-particle spectral density ⌦(⌅,�)=�(1/⇣)
ImG(⌅,�+i0+):
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f⇥�⌅f⇥��

�⌅��⇤i�
, (80)

where f is the Fermi function. Performing the analytic
continuation yields (reintroducing dimensional prefac-
tors):

Re ✓⇥�⇤i0⇤⇥⇣
e2

⌥ad ⇥
⌅↵

⇤↵
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⌅↵
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�⌦⇥⌅ ,��⇤�
f⇥�⌅f⇥�⇤�

�
. (81)

Finally, we conclude by noting that the absence of vertex
corrections to the current-current correlation function
for d=↵ models is not restricted to that correlation func-
tion, but actually applies to the q=0 correlation function
of any operator such that the vertex factor �k satisfies

✏
k

vk⇥0. (82)

One additional example is the thermopower Q, asso-
ciated with the heat current (⌅k⌅⇧)“k⌅k. The following
d=↵ expression can be established (Schweitzer and Czy-
choll, 1991b; Pruschke, Jarrell, and Freericks, 1996):

Q⇥

�d��d⌅⇥�⌅⇧
 f
 �

⌦⇥⌅ ,�2

eT�d��d⌅
 f
 �

⌦⇥⌅ ,�2
. (83)

Notice, however, that this expression neglects the con-
tribution to the thermal current due to the transport of
doubly occupied sites, which has not been analyzed in
detail yet.

Vertex corrections can also be shown to drop out from
the Hall coefficient. The proof in this case is more in-
volved, since one needs to consider three-point correla-
tions at finite q, and the limit of small wave vector is
taken only at the end of the calculation. Following the
careful analysis of Kohno and Yamada (1988), it may be
shown that the diagrams neglected in their treatment on
the basis of being higher in the small damping constant
are in fact higher order in an expansion in 1/d relative to
the leading terms. This leads to the following expression
at finite temperature:
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• Need a computation of Σ(ω) at real frequencies.  
Very sensitive to quality of low frequencies computation.
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A DMFT classic

Hubbard model, 1 band, 1/2 filling



Phase diagram

• Hubbard model at half-filling (δ=0). D is half-bandwidth.
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Mott transition in DMFT

Hubbard model at half filling : δ = 0

Frustrated model (paramagnetic phase)

U/D

METAL INSULATOR

CROSSOVER

Uc1 Uc2

T/D

0 1 2 3 4 5

0.10

0.08

0.06

0.04

0.02

0.00

Coexistence region

First Order transition

Lyon 26-02-04 – p.10/37

Destruction of the metal : Z→0Mott gap closes



2 solutions

• Metallic solution : Δ(0) ≠ 0, usual Kondo problem
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with a nonsingular density of states at the Fermi level
�(⌥=0)=D/2 . As the interaction U is increased, we ex-
pect the Kondo effect to take place, leading to a singlet
nondegenerate ground state of the impurity model. The
low-frequency behavior of ⌦(⌥) is that of a local Fermi
liquid:

Re⌦⇥⌥⇥i0⇥��U/2⇥⇥1⇤1/Z �⌥⇥O⇥⌥3�, (226)

Im⌦⇥⌥⇥i0⇥��⇤B⌥2⇥O⇥⌥4�. (227)

The quasiparticle residue Z defines the renormalized
Fermi energy of the problem:

⇤F*↵ZD (228)

This is also the Kondo temperature of the impurity
model. Since the self-energy is momentum independent,
Z directly yields the effective mass of quasiparticles
(Müller-Hartmann, 1989c):

m*
m

�
1
Z

�1⇤
⇧

⇧⌥
Re⌦⇥⌥⇥i0⇥�⇥⌥�0. (229)

All these quantities can be computed quantitatively us-
ing the techniques described in Sec. VI. A plot of the
self-energy obtained within the iterated perturbation
theory approximation is given in Fig. 28 for two values
of U representative of the metallic regime. The quasi-
particle residue Z (obtained by exact diagonalization) is
plotted in Fig. 29 as a function of U [and compared to
the Gutzwiller approximation (Brinkman and Rice,
1970)]. Z is close to 1 for small U , and goes to zero at
U�Uc2(T�0)�3D , signalling the disappearance of
quasiparticles, and hence of the metallic solution. The
precise nature of this transition at Uc2 will be further
reviewed in Sec. VII.E.

A plot of the local spectral function

⌃⇥⌥�↵⇤
1
 �k ImG⇥k,⌥⇥i0⇥� (230)

is shown in Fig. 30 for various values of U . The results
displayed have been obtained with the iterated pertur-
bation theory, and it was shown in Sec. VI that this is a
quite accurate approximation in the metal, for all values
of U (except very close to Uc2). For small U , the spec-
tral function is featureless and similar to the bare lattice
density of states. For larger values of U , a narrow qua-
siparticle peak is formed at the Fermi level of width ⇤F*

and weight Z . This is the Abrikosov-Suhl resonance in
the impurity model language. Notice the pinning of ⌃(0)
at its noninteracting value:

⌃⇥⌥�0 ��D⇥0 �, (231)

as required by the Luttinger theorem for a momentum-
independent self-energy (Müller-Hartmann, 1989c). Two
additional features at frequencies �U/2 (corresponding
to energies ⌥+⌅=0,U) are associated with the upper and
lower Hubbard band (empty and doubly occupied sites).

Finally, we mention a very simple argument showing
that the LISA equations cannot sustain a metallic solu-
tion up to arbitrary large U at half-filling (Georges and
Krauth, 1992; Rozenberg, Zhang, and Kotliar, 1992).
Imagine solving the system of Eqs. (220) and (221) by
iteration, with a conduction electron half-bandwidth Dn
at step n . For large U , solving the Kondo problem pro-
duces a bandwidth Dn⇥1�e⇤U/tDn . Therefore, Dn iter-
ates to zero for large U . In fact, the metallic solution

FIG. 28. Real and imaginary parts of the real-frequency self-
energy ⌦(⌥+i0+), as obtained from the iterated perturbation
theory approximation, for two metallic values of U/D=1 and 2
(dotted and full lines).

FIG. 29. The quasiparticle weight Z as a function of the inter-
action U . The solid bold line corresponds to exact diagonaliza-
tion results with eight sites. The dotted line is obtained from
iterated perturbation theory. For comparison we also plot the
results using the Gutzwiller variational method (full line). The
error bars near Uc reflect the uncertainties inherent to the
various methods. The diamond represents the exact location of
Uc obtained from the projective method.
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with a nonsingular density of states at the Fermi level
�(⌥=0)=D/2 . As the interaction U is increased, we ex-
pect the Kondo effect to take place, leading to a singlet
nondegenerate ground state of the impurity model. The
low-frequency behavior of ⌦(⌥) is that of a local Fermi
liquid:

Re⌦⇥⌥⇥i0⇥��U/2⇥⇥1⇤1/Z �⌥⇥O⇥⌥3�, (226)

Im⌦⇥⌥⇥i0⇥��⇤B⌥2⇥O⇥⌥4�. (227)

The quasiparticle residue Z defines the renormalized
Fermi energy of the problem:

⇤F*↵ZD (228)

This is also the Kondo temperature of the impurity
model. Since the self-energy is momentum independent,
Z directly yields the effective mass of quasiparticles
(Müller-Hartmann, 1989c):

m*
m

�
1
Z

�1⇤
⇧

⇧⌥
Re⌦⇥⌥⇥i0⇥�⇥⌥�0. (229)

All these quantities can be computed quantitatively us-
ing the techniques described in Sec. VI. A plot of the
self-energy obtained within the iterated perturbation
theory approximation is given in Fig. 28 for two values
of U representative of the metallic regime. The quasi-
particle residue Z (obtained by exact diagonalization) is
plotted in Fig. 29 as a function of U [and compared to
the Gutzwiller approximation (Brinkman and Rice,
1970)]. Z is close to 1 for small U , and goes to zero at
U�Uc2(T�0)�3D , signalling the disappearance of
quasiparticles, and hence of the metallic solution. The
precise nature of this transition at Uc2 will be further
reviewed in Sec. VII.E.
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is shown in Fig. 30 for various values of U . The results
displayed have been obtained with the iterated pertur-
bation theory, and it was shown in Sec. VI that this is a
quite accurate approximation in the metal, for all values
of U (except very close to Uc2). For small U , the spec-
tral function is featureless and similar to the bare lattice
density of states. For larger values of U , a narrow qua-
siparticle peak is formed at the Fermi level of width ⇤F*

and weight Z . This is the Abrikosov-Suhl resonance in
the impurity model language. Notice the pinning of ⌃(0)
at its noninteracting value:

⌃⇥⌥�0 ��D⇥0 �, (231)

as required by the Luttinger theorem for a momentum-
independent self-energy (Müller-Hartmann, 1989c). Two
additional features at frequencies �U/2 (corresponding
to energies ⌥+⌅=0,U) are associated with the upper and
lower Hubbard band (empty and doubly occupied sites).

Finally, we mention a very simple argument showing
that the LISA equations cannot sustain a metallic solu-
tion up to arbitrary large U at half-filling (Georges and
Krauth, 1992; Rozenberg, Zhang, and Kotliar, 1992).
Imagine solving the system of Eqs. (220) and (221) by
iteration, with a conduction electron half-bandwidth Dn
at step n . For large U , solving the Kondo problem pro-
duces a bandwidth Dn⇥1�e⇤U/tDn . Therefore, Dn iter-
ates to zero for large U . In fact, the metallic solution

FIG. 28. Real and imaginary parts of the real-frequency self-
energy ⌦(⌥+i0+), as obtained from the iterated perturbation
theory approximation, for two metallic values of U/D=1 and 2
(dotted and full lines).

FIG. 29. The quasiparticle weight Z as a function of the inter-
action U . The solid bold line corresponds to exact diagonaliza-
tion results with eight sites. The dotted line is obtained from
iterated perturbation theory. For comparison we also plot the
results using the Gutzwiller variational method (full line). The
error bars near Uc reflect the uncertainties inherent to the
various methods. The diamond represents the exact location of
Uc obtained from the projective method.
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ance of the insulating solution at Uc1, the behavior of
the gap at this point, and the value of Uc1 have not yet
been fully settled.

In summary, the existence of two classes of solutions
of the paramagnetic LISA equations at zero tempera-
ture can be established analytically. Metallic solutions
are characterized by a nonzero density of states �(0)
=D(0) [=2/(⇧D) for the Bethe lattice], while insulating
solutions have �(0)=0, for both the impurity and the ef-
fective conduction bath at zero frequency. The density of
states at zero energy is an order parameter for this prob-

lem, and can be shown to be self-consistently nonzero
for small U/D and zero for large U/D .

D. Phase diagram and thermodynamics

1. Paramagnetic phases

The qualitative distinction between a metal and an
insulator is precise at zero temperature. At finite but
small temperatures a sharp distinction between a metal-
lic and an insulating solution can still be made in the
present problem, since a region of the (U ,T) parameter
space defined by Uc1(T)⇥U⇥Uc2(T) is found where
two paramagnetic solutions are allowed within the
LISA, as shown on Fig. 33 (Georges and Krauth, 1993;
Rozenberg, Kotliar, and Zhang, 1994). This is evidenced
by the plot of the double occupancy ⇥n⇥n�⌅ given in Fig.
34. One of these solutions is continuously connected to
the T=0 metallic solution, and its density of states dis-
plays a peaklike feature at the Fermi energy. The other
solution can be connected to the T=0 insulating solution,
and the Green’s function extrapolates to zero at zero
frequency. As the temperature is further increased, this
region of coexistent solutions disappears and we are left
with a rapid crossover from a metallic-like solution to an
insulating-like one. This is possible because at finite tem-
perature there is no qualitative distinction between a
metallic and an insulating state. The two lines Uc1(T)
and Uc2(T) defining the coexistence region merge at a
second-order critical point (Fig. 33). The actual metal-
insulator transition at finite temperature is first order,
and takes place at the coupling Uc(T) where the free
energy of the two solutions cross. Note that this is the
case even though no lattice deformations have been in-
cluded in the model. For early discussions of the occur-
rence of a first-order metal-insulator transition at finite
temperature in the Hubbard model, see the works of
Cyrot (1972); Castellani, DiCastro, Feinberg, and Ran-
ninger (1979); Spalek, Datta, and Honig, 1987); Spalek

FIG. 31. Real and imaginary parts of the self-energy ⌃(⇤+i0+),
as obtained from the iterated perturbation theory approxima-
tion, for a value of U/D=4 in the insulating phase. The inset
contains the same quantities on a larger scale that shows the
1/⇤ singularity in Re⌃.

FIG. 32. Paramagnetic gap (solid line) as a function of the
interaction U obtained from exact diagonalization. For com-
parison, the corresponding results from iterated perturbation
theory (dotted line) and the value of Uc1

H III � )D within the
Hubbard III approximation (diamond) are also shown.

FIG. 33. Phase diagram of the fully frustrated model at half-
filling. It is possible to move continuously from one phase to
the other since at high temperature the transition becomes a
crossover. Within the region delimited by the dashed lines, the
metallic and insulating solutions coexist. The full line is the
approximate location of the actual first-order transition line.
Both ends of this line [at the full square and at Uc2(T)=0] are
second-order points.
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disappears continuously (at T=0) at a critical value
Uc2/D�2.92, as explained in more detail in Sec. VII.E.

2. Insulating phase

When U/t is large, we begin with a different ansatz
based on the observation that in the ‘‘atomic limit’’ t=0
(U/t=⌥), the spectral function has a gap equal to U . In
this limit the exact expression of the Green’s function
reads

G⇤ i�n↵at�
1/2

i�n⇥U/2
⇥

1/2
i�n⇤U/2

. (232)

Since ImG(�⇥i0⇥) also plays the role of the density of
states of the effective conduction electron bath entering
the impurity model, we have to deal with an impurity
embedded in an insulator [�(�=0)=0]. It is clear that an
expansion in powers of the hybridization t does not lead
to singularities at low frequency in this case. This is very
different from the usual expansion in the hybridization
V with a given (flat) density of states that is usually con-
sidered for an Anderson impurity in a metal. Here, t
also enters the conduction bath density of states (via the
self-consistency condition) and the gap survives an ex-
pansion in t/U . An explicit realization of this idea is to
make the following approximation for the local Green’s
function (Rozenberg, Zhang, and Kotliar, 1992):

G⇤ i�n↵�
1/2

G 0
⇤1⇤ i�n↵⇤U/2

⇥
1/2

G 0
⇤1⇤ i�n↵⇥U/2

, (233)

which can be motivated as the superposition of two mag-
netic Hartree-Fock solutions or as a resummation of an
expansion in �/U . This implies that G(i�)�i� for small

�, and the substitution into the self-consistency condi-
tion implies that G 0

�1�i� , which is another way of say-
ing that the effective bath in the Anderson model pic-
ture has a gap. We know from the theory of an
Anderson impurity embedded in an insulating medium
that the Kondo effect does not take place. The impurity
model ground state is a doubly degenerate local mo-
ment. Thus, the superposition of two magnetic Hartree-
Fock solutions is qualitatively a self-consistent ansatz. If
this ansatz is placed into Eq. (221), we are led to a
closed (approximate) equation for G(i�n):

D4G3⇤8D2�G2⇥4⇤4�2⇥D2⇤U2↵G⇤16��0.
(234)

This approximation corresponds to the first-order ap-
proximation in the equation of motion decoupling
schemes reviewed in Sec. VI.B.4. It is similar in spirit to
the Hubbard III approximation Eq. (173) (Hubbard,
1964), which would correspond to pushing this scheme
one step further. These approximations are valid for
very large U but become quantitatively worse as U is
reduced. They would predict a closure of the gap at
Uc�D for (234) (Uc�)D for Hubbard III). The fail-
ure of these approximations, when continued into the
metallic phase, is due to their inability to capture the
Kondo effect which builds up the Fermi-liquid quasipar-
ticles. They are qualitatively valid in the Mott insulating
phase however.

The spectral density of insulating solutions vanish
within a gap ⇤�g/2⌅�⌅⇥�g/2. Inserting the spectral
representation of the local Green’s function into the self-
consistency relation, Eq. (221) implies that ⌦(�+i0+)
must be purely real inside the gap, except for a
⇧-function piece in Im⌦ at �=0, with

Im⌦⇤�⇥i0⇥↵�⇤ ⌃2⇧⇤�↵ for ��⇥⇤�g/2,�g/2�
(235)

and that Re⌦ has the following low-frequency behavior:

Re⌦⇤�⇥i0⇥↵⇤U/2�
⌃2

�
⇥O⇤�↵. (236)

In these expressions, ⌃2 is given by

1
⌃2

�⇥
⇤⌥

⇥⌥

d⌅
⌃⇤⌅↵
⌅2 . (237)

⌃2 can be considered as an order parameter for the insu-
lating phase [the integral in Eq. (237) diverges in the
metallic phase]. A plot of the spectral function and self-
energy in the insulating phase, obtained within the iter-
ated perturbation theory approximation, is also dis-
played in Figs. 30 and 31. The accuracy of these results is
more difficult to assess than for the metal, since exact
diagonalization methods are less efficient in this phase.
A plot of the gap �g vs U estimated by the iterated
perturbation theory and exact diagonalization is given in
Fig. 32. Within both methods, the insulating solution is
found to disappear for U⌅Uc1(T�0), with Uc1

ED

� 2.15D (while the iterated perturbation theory method
yields Uc1

IPT � 2.6D). As discussed below in more detail
(Sec. VII.F), the precise mechanism for the disappear-

FIG. 30. Local spectral density  D⌃(�) at T=0, for several
values of U , obtained by the iterated perturbation theory ap-
proximation. The first four curves (from top to bottom, U/D
=1,2,2.5,3) correspond to an increasingly correlated metal,
while the bottom one (U/D=4) is an insulator.
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localization). Secondly, the first-order line ends at a criti-
cal point where a crossover region starts. In this region
the metal is sustained by activation across the Mott-
Hubbard gap. As a result the slope of the crossover re-
gion between the metal and the insulator is T⇧U⇤2D ,
opposite to that of the transition line.

2. Thermodynamics

Now we turn to the behavior of thermodynamic quan-
tities as a function of temperature, in both the metallic
and insulating phase. The LISA is a powerful technique
for the study of thermodynamics. This represents a sig-
nificant improvement over earlier methods like the
Gutzwiller variational approach or the slave boson
method, which did not have satisfactory extensions to
finite temperatures (because of the neglect of incoherent
excitations).

In the paramagnetic case, the energy is computed
from the Green function using Eq. (47) and the entropy
is given by

S�T ⌃��
0

T Cv�T�⌃

T�
dT�⇥S�0 ⌃

�N ln4⇤�
T

⇥⇤ Cv�T�⌃

T�
dT�, (238)

where Cv is evaluated by numerical differentiation of
the energy. S(0) is zero for the metallic side and N ln2
for the insulating side, reflecting the double degeneracy
of the impurity model ground state in this phase. The
physical critical line where the first-order phase transi-
tion takes place is determined by equating the free en-
ergies of the two states,

FM⇤FI�EM⇤EI⇤�SM⇤SI⌃T . (239)

Figure 36 shows the specific heat Cv as a function of
temperature for two values of the interaction U , in the
metallic and insulating phases, respectively. The charac-
teristic low-energy scale in the metallic phase is set by
the renormalized Fermi energy ⇥F* � ZD . Below this
scale (in practice, below ⌥ ⇥F*/5), the specific heat has the
characteristic Fermi-liquid behavior Cv�⌅T , with the
slope ⌅ proportional to m*/m⌥(Uc2⇤U)�1. At higher
temperatures we see a thermal activation of the incoher-
ent features corresponding mainly to density fluctua-
tions. In the insulating phase, we observe only this last
effect, which takes place at an energy scale U⇤2D . The
main features of the thermodynamics in the strongly cor-
related metallic state can be understood from the exist-
ence of these two energy scales: ⇥F* , the renormalized
Fermi energy, is the scale for low-energy (local) spin
fluctuations, and U is the energy scale for charge (den-
sity) fluctuations. In the correlated metal, these two
scales are well separated and give rise to two peaks in
the specific-heat, while they coalesce for small U (Fig.
37).

The entropy as a function of temperature, obtained by
integrating Cv/T , is displayed in Fig. 38. The quasiparti-
cle peak in Cv corresponds to a spin entropy of ln2,
which is reached at a scale of order ⇥F* , while the inte-
gral over the second peak at around U-2D contains the
ln2 entropy of the charge degrees of freedom. Figure 39
shows the evolution of the spectral function of the metal
as a function of temperature. Note that the quasiparticle
peak is suppressed above a temperature of order ⇥F* . At
higher temperatures, the curvature at low frequencies

FIG. 35. Double occupancy as a function of temperature.
These QMC data were obtained for the hypercubic lattice
(Gaussian density of states with t ij�t/2�d). Note the presence
of a minimum at T�Tm for metallic values of U . The inset
displays Tm as a function of U .

FIG. 36. The specific heat Cv as a function of temperature.
The solid line is for U/D=2 and the dashed line corresponds to
U/D=4. The separation between the spin-fluctuation scale ⇥F*

at low energies and the charge-fluctuations scale at high energy
(⌥U⇤2D) is apparent in the metallic case (U/D=2). Note
also the linear behavior at low temperature in the metal, in
contrast to the activated behavior in the insulator.

67A. Georges et al.: Dynamical mean-field theory of . . .

Rev. Mod. Phys., Vol. 68, No. 1, January 1996

changes sign, and ⇥(⇧) has a ‘‘pseudogap’’ shape.
In Figs. 36 and 38, we also display the specific heat

and entropy of the Mott insulating phase. They feature
the expected activated behavior ↵exp(�⌦g/T) at low
temperature. Note that, as mentioned above, the insula-
tor has a residual ground-state entropy S(0)�N ln2.
This is also the result found in the Gutzwiller approxi-
mation, where the insulator is caricatured as a collection

of independent magnetic moments. This result may
seem surprising in the present context since the LISA
does not neglect charge fluctuations and residual mag-
netic exchange. The explanation is that there are actu-
ally two different exchange scales in the d=⇤ limit: one is
the exchange coupling between two fixed spins
Jij↵t ij

2 /U↵O(1/d) while the other is the exchange en-
ergy between a spin and its shell of d antiparallel neigh-
bors. Since the latter is d times the former, it remains
O(1) and sets the scale for the Néel temperature. The
first scale controls the splitting between the (↵2N) states
with total Sz=0, and does vanish as d�⇤. Hence, the
d�⇤ limit does lead to a degenerate ground state when-
ever the Mott insulating phase is not unstable to long-
range antiferromagnetic order (i.e., for highly frustrated
lattices). These considerations will also be crucial in or-
der to understand the behavior of local and uniform spin
susceptibilities.

The comparison of the kinetic energy
K�⌅�k�kc k

⇥ck⌃/N and the potential energy per site
V�U⌅n⇤n⇥⌃ of the two solutions is shown in Fig. 40. We
find that the difference in the internal energy of the two
states within the iterated perturbation theory is much
smaller than the corresponding difference in the kinetic

FIG. 37. Low-temperature part of the specific heat Cv as a
function of temperature for several (metallic) values of U/D ,
showing the gradual increase of the slope ⌥ and gradual de-
crease of �F* .

FIG. 38. Entropy per site as a function of temperature for two
different values of interaction U/D=2,4. Note that the spin-
fluctuation entropy ln2 is reached at a scale ↵ �F* in the metal.

FIG. 39. Local spectral density  D⇥(⇧) for various tempera-
tures T/D=0.03 (full), 0.05 (dashed), 0.08 (short-dashed) and
0.10 (dotted), as obtained by iterated perturbation theory (U/
D=2.5). Note the disappearance of the quasiparticle peak at a
scale ↵ �F* , and the corresponding transfer of spectral weight
over large energy scales.

FIG. 40. The kinetic, potential and internal energy as a func-
tion of U for T/D=0.02 from iterative perturbation theory. The
hysteresis effect is clearly observed.

68 A. Georges et al.: Dynamical mean-field theory of . . .

Rev. Mod. Phys., Vol. 68, No. 1, January 1996

U/D = 4

U/D = 2

• Thermodynamics quantities 

Trivial paramagnetic insulator

Tcoh

Fermi liquid
behaviour



Complete phase diagram 64

T/W



Ordered phase

• DMFT is a mean field. It can be converged in an ordered phase.

• Bath is ordered.

• Example : Antiferromagnetism
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�[GA�, GB�]

⌃A�(i!n) = ⌃B��(i!n)

• In the reduced Brillouin zone for cluster (A,B)

G�1
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Remark on frustrated systems

• DMFT paramagnetic equations = equations of a frustrated system
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G�1
� (i!n) = i!n + µ� �hAF � t2Gimp

�� (i!n)

• E.g. a frustrated Bethe lattice (paramagnetic phase).

G�1
� (i!n) = i!n + µ� �hAF � (t21 + t22)G

imp
� (i!n)

tem that of a band insulator. For strong coupling, Ander-
son’s superexchange mechanism yields an antiferromag-
netic exchange J}t2/U , and suggests again an
antiferromagnetic ground state. The high degeneracy of
the paramagnetic Mott insulating state indeed suggests
that some kind of long-range order should take place at
low temperature. This is indeed observed experimen-
tally, for instance in the case of V2O3 (McWhan et al.,
1973).

B. Models and self-consistent equations

Throughout this section, we shall deal with the single-
band Hubbard model at or close to half-filling. Since the
chemical potential at half-filling is m=U/2, it is conve-
nient in this section to define the Hamiltonian as

H52 (
^ij& ,s

t ij~cis
1 cjs1cjs

1 cis!1U(
i

~ni"2
1
2 !~ni#2

1
2 !

(217)

and to make use of a shifted chemical potential Dm[m
−U/2. Various forms of the hopping term t ij and various
lattices will be considered. For simplicity, all the cases
that we shall consider in this section correspond to a
semicircular density of states:

D~e!5
2

pD
A12~e/D !2. (218)

Other density of states have also been investigated in
the literature. In order to compare results obtained with
different densities of states in a qualitative manner, it is
useful to normalize U to an effective half-bandwidth
(typical kinetic energy):

W52S E
2`

1`

e2D~e!de D 1/2

. (219)

For the semicircular density of states (218), this defini-
tion is chosen so that W5D . The half-filled Hubbard
model with a Gaussian density of states (corresponding
to a d=` hypercubic lattice) has been studied by Jarrell
(1992), Georges and Krauth (1992, 1993), and Pruschke,
Cox, and Jarrell (1993a, 1993b). The diamond lattice has
been studied by Santoro et al. (1993). The overall struc-
ture of the spectral function far from the Mott transition
turns out to be rather independent of the precise form of
the density of states. For density of states that have (un-
physical) tails up to infinite energies, such as the Gauss-
ian one, the precise nature of the Mott transition is how-
ever modified as compared to a bounded density of
states. In particular the insulator is not expected to dis-
play a sharp gap. A detailed analysis of the critical prop-
erties of the transition in those cases has not yet been
performed.

In this section, the impurity model effective action will
be written as

Seff52E
0

b
dtE

0

b
dt8(

s
cs

1~t!G 0s
21~t2t8!cs~t8!

1UE
0

b
dt@n"~t!2 1

2 #@n#~t!2 1
2 # . (220)

As defined here, the Weiss function has been shifted by
G 0

−1!G 0
−1−U/2 in comparison to the previous sections.

The simplest realization of the density of states (218)
is the Bethe lattice with connectivity z!`. In order to
mimic a varying degree of magnetic frustration, we shall
allow for a nearest neighbor hopping t1/Az and a next-
nearest neighbor hopping t2/z (Fig. 26). In the absence
of symmetry breaking, the self-consistency condition
reads (dropping spin indices)

G 0
215ivn1Dm2~ t1

21t2
2!G~ ivn!, (221)

and the half-width of the noninteracting density of states
reads

D52At1
21t2

2. (222)

In the antiferromagnetic Néel phase, where the A and B
sublattices magnetize in opposite directions, the self-
consistency equations read

G 0As
21 5ivn1Dm2t1

2GBs2t2
2GAs ,

G 0Bs
21 5ivn1Dm2t1

2GAs2t2
2GBs (223)

with the additional relations GAs5GB2s (and similarly
for the G 0’s). Note that, in the paramagnetic phase, ev-
erything depends only on the magnitude of t 5 At1

21t2
2,

but that the tendency to form a magnetically ordered
phase depends crucially on the ratio t1/t2 (measuring the
degree of magnetic frustration).

The same semicircular density of states is also realized
in models defined on a fully connected lattice of N sites
with some randomness on the hopping t ij . A first ex-
ample is the fully frustrated model (Georges and
Krauth, 1993; Rozenberg, Kotliar, and Zhang, 1994) de-
fined by

HFF52t (
i ,j51,N

e ijc is
†cjs1U(

i
~ni"2

1
2 !~ni#2

1
2 !.

(224)

FIG. 26. Schematic representation of the Bethe lattice with
nearest-neighbor hopping t1/Az and next-nearest neighbor
hopping t2/z .
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Comparison with some experiments 



Organics (resistivity measurements)

• 2-d organics : resistivity measurement versus T and pressure P.
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FIG. 1. Temperature vs pressure phase diagram of k-Cl. The
antiferromagnetic (AF) critical line TN !P" (dark circles) was
determined from NMR relaxation rate while Tc!P" for uncon-
ventional superconductivity (U-SC: squares) and the metal-
insulator TMI!P" (MI: open circles) lines were obtained from
the ac susceptibility. The AF-SC boundary (double-dashed line)
is determined from the inflection point of x 0!P" and, for 8.5 K,
from sublattice magnetization. This boundary line separates
two regions of inhomogeneous phase coexistence (shaded area).

temperature conditions, namely, 1 T and 3 K in the vor-
tex — lock-in —orientation, have been applied at about
300 bar in a clamp pressure cell in an attempt to detect
the presence of AF vortex cores and to establish the stabil-
ity of the coexistence region down to 3 K.

The results for the temperature dependence of the nu-
clear relaxation rate T21

1 are shown in Fig. 2 for vari-
ous pressures. The singular peak of T21

1 , which marks
the onset of critical AF ordering at the Néel tempera-

FIG. 2. Temperature dependence of 1H NMR relaxation rate
for k-!ET"2Cu#N!CN"2$Cl at various pressures. The static mag-
netic field (0.5 T) was applied perpendicular to the layers.

ture TN is gradually suppressed under pressure with the
value dTN%dP & 20.025 K%bar for the pressure coeffi-
cient. Above 275 bar, there is no peak indicating the ab-
sence of a magnetic transition. A plateau of T21

1 , however,
persists up to 40 K or so, which marks a sizable enhance-
ment due to short-range AF correlations.

An accurate determination of superconducting order in
the phase diagram can be obtained from the ac suscepti-
bility measurements as shown in Fig. 3 for selected tem-
perature and pressure sweeps, respectively. In the high
pressure domain above 400 bar, the Tc!P" line below
which there is a finite density of superconducting conden-
sate slowly decreases in agreement with previous results
(dTc%dP & 23.8 K%kbar, squares in Fig. 1) [2]. As pres-
sure is reduced below 400 bar, lower saturation levels are
recorded indicating a gradual suppression of the supercon-
ducting order down to 200 bar where it vanishes; Tc!P"
thus crosses TN !P" and the regions of stability for SC and
AF overlap.

FIG. 3. Real part of ac susceptibility of k-Cl for (top) tem-
perature sweeps at selected pressures and (bottom) for pressure
sweeps at selected temperatures.

5421

VOLUME 85, NUMBER 25 P H Y S I C A L R E V I E W L E T T E R S 18 DECEMBER 2000

Mott Transition, Antiferromagnetism, and Unconventional Superconductivity
in Layered Organic Superconductors
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The phase diagram of the organic superconductor k-!ET"2Cu#N!CN"2$Cl has been accurately measured
from 1H NMR and ac susceptibility techniques under helium gas pressure. The domains of stability of
antiferromagnetic and superconducting orders in the pressure vs temperature plane have been determined.
Both phases overlap through a first-order boundary that separates two regions of inhomogeneous phase
coexistence. The boundary curve merges with the first-order line of the metal-insulator transition which
ends with a critical point at higher temperature. The whole phase diagram features a pointlike region
where metallic, insulating, antiferromagnetic, and non-s-wave superconducting phases all meet.

PACS numbers: 74.70.Kn, 71.30.+h, 74.25.Nf

The determination of the conditions giving rise to super-
conductivity (SC) in layered organic conductors constitute
one of the chief objectives in understanding the physics of
these strongly correlated electronic materials [1]. Closely
bound to the now classical issue of proximity of antifer-
romagnetism (AF) in the emergence of superconductivity
stands the problem of the “normal” phase which, depend-
ing on pressure conditions in these systems, is either a
Mott insulator (MI) or an unconventional metal [2]. A
pressure-driven metal-insulator transition can thus be re-
vealing of the strong coupling conditions for electrons that
are responsible for broken symmetry states [3].

In this matter, the phase diagram of the series of layered
organic superconductors k-!BEDT-TTF"2X as a function
of both hydrostatic and chemical (or anion X substitution)
pressures is set to stand out of the debate. By chemical
means, the study of anion substituted compounds has
allowed few discrete shifts of the pressure scale. Thus for
X ! Cu#N!CN"2$Br and X ! Cu!NCS"2, experiments
adduce growing evidence for an unconventional metal
and a non-s-wave SC state [3,4], whereas AF order
is shown to become in turn stable on the deuterated
X ! dn-Cu#N!CN"2$Br compound [5].

Among all members of the series k-!BEDT-
TTF"2Cu#N!CN"2$Cl, denoted as k-Cl [6], is the prototype
compound of the series showing the complete sequence
of states, namely, the Mott-insulating, antiferromagnetic,
metallic, and superconducting states, within a pressure
interval of a few hundred bars [2,5]. Despite the numerous
experimental efforts recently expended on the properties
of this salt, the information collected from experiments
done under pressure remained until now scattered and
limited by the selectivity of the experimental probe used.
Regions of stability of the metallic and superconducting
phases have been investigated, whereas the information
about the pressure profile of the AF critical point is
missing so far [2,3,5]. Our knowledge on the multicritical

structure of opposing phases and the nature of the MI
transition under pressure is also partial so that a major
part of the phase diagram remained until now grounded
on a conjectural rather than an empirical basis [1,3].

The experiments that are presented in this Letter were
undertaken in order to yield an accurate phase diagram of
k-Cl, which is shown in Fig. 1. An hydrostatic helium
gas pressure technique has been used in order to cover
the P-T phase diagram from both isothermal and isobar
sweeps. 1H NMR and ac susceptibility techniques were si-
multaneously employed, and separated sectors of the phase
diagram where either the AF or the SC state is stable
have been unraveled. Both phases meet at !P!, T!" %
!282 bar, 13.1 K", a point that ends a first-order AF-SC
boundary, which in turn separates two regions of inhomo-
geneous coexistence of AF and SC phases. As pressure is
swept in the high-temperature paramagnetic domain, one
crosses a first-order line associated with the Mott transi-
tion and which evolves towards a crossover above a critical
point where the MI transition line ends.

All measurements under pressure were performed
on single crystals of approximately 0.85 3 0.75 3
0.075 mm3, synthesized and grown by standard electro-
chemical methods [6]. In order to ensure hydrostatic
pressure conditions, our measurements are restricted to
the region above the helium solidification line. Results
presented here were obtained on slowly cooled samples
(0.35 K&min through 80 K) [7].

1H NMR measurements were done in a low static field
of 0.5 T oriented perpendicular to the conducting layers,
which essentially allows one to obtain a zero field phase
diagram. For ac susceptibility, we used a null-phase feed-
back loop to track the rf resonance frequency of the NMR
circuit with a sensitivity of a few ppm. No static field
was applied and the ac magnetic field was approximately
0.05 Oe in a direction parallel to the layers —in order
to also statisfy NMR requirements. Different field and

5420 0031-9007&00&85(25)&5420(4)$15.00 © 2000 The American Physical Society
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• Divergence of A 
(extrapolated) when Mott 
gap still large.

• T_coh << Δ

The high pressure regime above 300 bar is now con-
sidered. As demonstrated in the right inset of Fig. 5, the
resistivity in this regime has a quadratic, Fermi-liquid
dependence upon temperature at low temperatures: ! !
!0"P# $ A"P#T2. The quality of the fit, obtained by re-
plotting the data set of Fig. 2 as a function of T2, illus-
trates the high precision of the variable pressure
technique. The coherence temperature T% above which
this law is no longer valid (of the order of 35 K at
500 bar) defines the onset of a bad metal regime, as
indicated in Fig. 1. The prefactor A"P# of the T2 depen-
dence is found to depend strongly on pressure, as dis-
played in Fig. 5, and the product A"P# & "T%#2 remains
approximately pressure independent. These findings cor-
respond to a strongly correlated Fermi-liquid regime at

low temperature.We note that the residual resistivity has a
weaker pressure dependence than A, but does increase
close to the coexistence region. While A"P# cannot be
determined precisely below 280 bar, the data suggest a
divergency of A at P of order 200 bar, significantly
smaller than the pressure at which the extrapolated insu-
lating gap would vanish (of order 370 bar; see above). This
suggests that the closure of the Mott-Hubbard gap and the
loss of Fermi-liquid coherence are two distinct phenom-
ena, associated with very different energy scales, as is
also clear from the fact that the coherence scale T% (a few
tens of Kelvin) is much smaller than the insulating gap !
(several hundreds Kelvin).

In order to better characterize the crossover into the
bad metal as temperature is increased above T%, we have
performed measurements in a wider temperature range,
up to 300 K, as displayed in Fig. 6.We confirm the general
behavior reported by other authors [3]. At moderate pres-
sures (a few hundred bars), the resistivity changes from a
T2 behavior below T% to a regime characterized by very
large values of the resistivity (exceeding the Ioffe-Regel-
Mott limit by more than an order of magnitude) but still
metalliclike (d!=dT > 0). For pressures in the transition
region, this increase persists until a maximum is reached,
beyond which a semiconducting regime is entered
(d!=dT < 0). This regime is continuously connected to
that found on the insulating side, at temperatures above
50 K. Figure 1 summarizes the four regimes of transport
which we have described so far.

We now compare these experimental findings to the
DMFT description of the Mott transition. Similarities
between DMFT and some physical properties of BEDT
organics have been emphasized previously [7,8]. One of
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FIG. 5 (color online). Pressure dependence of the T2 coeffi-
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The high pressure regime above 300 bar is now con-
sidered. As demonstrated in the right inset of Fig. 5, the
resistivity in this regime has a quadratic, Fermi-liquid
dependence upon temperature at low temperatures: ! !
!0"P# $ A"P#T2. The quality of the fit, obtained by re-
plotting the data set of Fig. 2 as a function of T2, illus-
trates the high precision of the variable pressure
technique. The coherence temperature T% above which
this law is no longer valid (of the order of 35 K at
500 bar) defines the onset of a bad metal regime, as
indicated in Fig. 1. The prefactor A"P# of the T2 depen-
dence is found to depend strongly on pressure, as dis-
played in Fig. 5, and the product A"P# & "T%#2 remains
approximately pressure independent. These findings cor-
respond to a strongly correlated Fermi-liquid regime at

low temperature.We note that the residual resistivity has a
weaker pressure dependence than A, but does increase
close to the coexistence region. While A"P# cannot be
determined precisely below 280 bar, the data suggest a
divergency of A at P of order 200 bar, significantly
smaller than the pressure at which the extrapolated insu-
lating gap would vanish (of order 370 bar; see above). This
suggests that the closure of the Mott-Hubbard gap and the
loss of Fermi-liquid coherence are two distinct phenom-
ena, associated with very different energy scales, as is
also clear from the fact that the coherence scale T% (a few
tens of Kelvin) is much smaller than the insulating gap !
(several hundreds Kelvin).

In order to better characterize the crossover into the
bad metal as temperature is increased above T%, we have
performed measurements in a wider temperature range,
up to 300 K, as displayed in Fig. 6.We confirm the general
behavior reported by other authors [3]. At moderate pres-
sures (a few hundred bars), the resistivity changes from a
T2 behavior below T% to a regime characterized by very
large values of the resistivity (exceeding the Ioffe-Regel-
Mott limit by more than an order of magnitude) but still
metalliclike (d!=dT > 0). For pressures in the transition
region, this increase persists until a maximum is reached,
beyond which a semiconducting regime is entered
(d!=dT < 0). This regime is continuously connected to
that found on the insulating side, at temperatures above
50 K. Figure 1 summarizes the four regimes of transport
which we have described so far.

We now compare these experimental findings to the
DMFT description of the Mott transition. Similarities
between DMFT and some physical properties of BEDT
organics have been emphasized previously [7,8]. One of
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guides to the eyes).
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The high pressure regime above 300 bar is now con-
sidered. As demonstrated in the right inset of Fig. 5, the
resistivity in this regime has a quadratic, Fermi-liquid
dependence upon temperature at low temperatures: ! !
!0"P# $ A"P#T2. The quality of the fit, obtained by re-
plotting the data set of Fig. 2 as a function of T2, illus-
trates the high precision of the variable pressure
technique. The coherence temperature T% above which
this law is no longer valid (of the order of 35 K at
500 bar) defines the onset of a bad metal regime, as
indicated in Fig. 1. The prefactor A"P# of the T2 depen-
dence is found to depend strongly on pressure, as dis-
played in Fig. 5, and the product A"P# & "T%#2 remains
approximately pressure independent. These findings cor-
respond to a strongly correlated Fermi-liquid regime at

low temperature.We note that the residual resistivity has a
weaker pressure dependence than A, but does increase
close to the coexistence region. While A"P# cannot be
determined precisely below 280 bar, the data suggest a
divergency of A at P of order 200 bar, significantly
smaller than the pressure at which the extrapolated insu-
lating gap would vanish (of order 370 bar; see above). This
suggests that the closure of the Mott-Hubbard gap and the
loss of Fermi-liquid coherence are two distinct phenom-
ena, associated with very different energy scales, as is
also clear from the fact that the coherence scale T% (a few
tens of Kelvin) is much smaller than the insulating gap !
(several hundreds Kelvin).

In order to better characterize the crossover into the
bad metal as temperature is increased above T%, we have
performed measurements in a wider temperature range,
up to 300 K, as displayed in Fig. 6.We confirm the general
behavior reported by other authors [3]. At moderate pres-
sures (a few hundred bars), the resistivity changes from a
T2 behavior below T% to a regime characterized by very
large values of the resistivity (exceeding the Ioffe-Regel-
Mott limit by more than an order of magnitude) but still
metalliclike (d!=dT > 0). For pressures in the transition
region, this increase persists until a maximum is reached,
beyond which a semiconducting regime is entered
(d!=dT < 0). This regime is continuously connected to
that found on the insulating side, at temperatures above
50 K. Figure 1 summarizes the four regimes of transport
which we have described so far.

We now compare these experimental findings to the
DMFT description of the Mott transition. Similarities
between DMFT and some physical properties of BEDT
organics have been emphasized previously [7,8]. One of
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DMFT concepts: Self Consistent QIM

! Atom +  Exact Weiss field !"exact yields  

exact local spectra. 

! Band Hamiltonian +Exact “local self 

energy” Mloc, yields exact spectra. 

SC-QIM reference system for strongly 

correlated material : describes  spectra 

with three peak structure, incoherent and 

coherent regime, transfer of spectral 

weight.

For a recent review see :Florens and Georges (2002)

Bad metal regime. Comparison with DMFT

• DMFT. Bethe lattice, NRG solver

• Adjusted parameters :  
D, ρ(T=0), global scale and U.

• Melting of quasi-particles

76

0 50 100 150 200 250 300

0.0

0.1

0.2

0.3

U=4000 K

!
 (
"

.c
m

)

T (K)

 300 bar     W=3543 K

 600 bar     W=3657 K

 700 bar     W=3691 K

 1500 bar   W=3943 K

 10 kbar     W= 5000 K

0 100 200 300 400 500 600 700 800

10

20

30

40

50

60

70

80

A.F

insulator

Semiconductor

Bad metal

Fermi liquid

Mott

insulator

P (bar)

T
 (

K
)

 P
c

1

 (T)  P
c

2

 (T)

 T
*

Met

      !(")
max

 T
*

Ins

       (d#/dP)
max



77

DMFT : a family of approximations 



DMFT, a family of approximations 78

  

Goal: unify both pictures

… in the simplest way

Capture Mott physics
DMFT: local physics

Capture long-ranged 
bosonic fluctuations
Spin fluctuation theory

with a control parameter
cluster size

…

Control, short range correlation

• Self-consistency in large  
unit cell (Cu + 2 O)  
Σab(ω) a 3x3 matrix

• Impurity model on Cu, 1 band : Σimp(ω) 1x1 matrix

• Multiband/realistic systems
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• DFT + DMFT 

• Interface with electronic structure codes 
(project on Wannier functions, etc).

• Cluster DMFT

• Beyond cluster DMFT

Self-consistency on vertex
Dual fermions/bosons, Trilex, DΓA

Simp[G(i!);

G
impurity model

δΛlatt ≈ δΛimp

δΛimp
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U

inverse

lattice
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Artificial charge-modulation
in atomic-scale perovskite
titanate superlattices
A. Ohtomo, D. A. Muller, J. L. Grazul & H. Y. Hwang

Bell Laboratories, Lucent Technologies, Murray Hill, New Jersey 07974, USA
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The nature and length scales of charge screening in complex
oxides are fundamental to a wide range of systems, spanning
ceramic voltage-dependent resistors (varistors), oxide tunnel
junctions and charge ordering in mixed-valence compounds1–6.
There are wide variations in the degree of charge disproportio-
nation, length scale, and orientation in the mixed-valence com-
pounds: these have been the subject of intense theoretical study7–
11, but little is known about the microscopic electronic structure.
Here we have fabricated an idealized structure to examine these
issues by growing atomically abrupt layers of LaTi31O3

embedded in SrTi41O3. Using an atomic-scale electron beam,
we have observed the spatial distribution of the extra electron on
the titanium sites. This distribution results in metallic conduc-
tivity, even though the superlattice structure is based on two
insulators. Despite the chemical abruptness of the interfaces, we
find that a minimum thickness of five LaTiO3 layers is required
for the centre titanium site to recover bulk-like electronic proper-
ties. This represents a framework within which the short-length-
scale electronic response can be probed and incorporated in thin-
film oxide heterostructures.
In perovskites, charge ordering results in modulations of the

electron density in the form of planes and slabs, whereas in lower-
dimensional perovskite-derived systems, charge ordering leads to
stripes, or one-dimensional charge modulations. Approximations
to the first case can be realized in thin-film superlattices inwhich the
formal valence of the transition-metal ion is varied. Superlattices of
SrTiO3 and LaTiO3 are addressed here, where the titaniumvalence is
varied from 4þ to 3þ. SrTiO3 is a band insulator with an empty d
band, whereas LaTiO3 has one d electron per site, and strong
Coulomb repulsion results in a Mott–Hubbard insulator12. Super-
lattices of these two perovskites capture many of the important
aspects of naturally occurring charge-ordered systems, namely
mixed-valence configurations near half-filling. The lattice constants
are relatively well matched (for SrTiO3, ao ¼ 3.91 Å; LaTiO3,
pseudocubic ao ¼ 3.97 Å), and the continuity of the TiO6 octa-
hedral lattice across the superlattice minimizes the perturbation of
the electronic states near the chemical potential13,14. The principal
growth issue reduces to the control of the titanium oxidation state,
which we have recently addressed for bulk-like film growth15.
We grew SrTiO3/LaTiO3 superlattice films in an ultrahigh-

vacuum chamber (Pascal) by pulsed laser deposition, using a
single-crystal SrTiO3 target and a polycrystalline La2Ti2O7 target.
Extreme care was taken to start with atomically flat, TiO2-
terminated SrTiO3 substrates, which exhibited terraces several
hundred nanometres wide, separated by 3.91-Å unit cell steps as
observed by atomic force microscopy16. A KrF excimer laser with a
repetition rate of 4Hz was used for ablation, with a laser fluence at
the target surface of,3 J cm22. The films were grown at 750 8Cwith
an oxygen partial pressure of 1025 torr, which represented the best
compromise for stabilizing both valence states of titanium. Oscil-
lations in the unit-cell reflection high-energy electron diffraction
intensity were observed throughout the growth, and were used to
calibrate the number of layers grown. After growth, the films were
annealed in flowing oxygen at 400 8C for 2–10 hours to fill residual
oxygen vacancies.

Figure 1 shows the annular dark field (ADF) image of a super-
lattice sample obtained by scanning transmission electron
microscopy (JEOL 2010F) of a 30-nm-thick cross-section along a
substrate [100] zone axis. In this imaging mode, the intensity of
scattering scales with the atomic number Z as Z1.7, so the brightest
features are columns of La ions, the next brightest features are
columns of Sr ions, and the Ti ions are weakly visible in between17–19.
The quality of the interfaces does not degrade with continued
deposition, and the atomic step and terrace structure of the growing
surface is maintained for hundreds of nanometres. The magnified
view at the top of Fig. 1 shows a higher-resolution image, which
visibly demonstrates the ability to grow a single layer of La ions.
Because the layer is viewed in projection, roughness along the
beam—particularly on length scales thinner than the sample—
leads to apparent broadening. Thus these results represent an
upper limit to the actual width of the layers.

With the same imaging conditions used to obtain Fig. 1, we
analysed the energy of the transmitted electron beam and per-
formed core level spectroscopy, atom column by atom column20–22.
This approach is able to probe internal structures directly, unlike
surface-sensitive methods. Specifically, the titanium L2,3, oxygen K,
and lanthanumM4,5 edges can be simultaneously recorded, with an
energy resolution of,0.9 eV and a spatial resolution slightly worse
than the ADF resolution of,1.9 Å, primarily owing to drift during
the slower acquisition of the spectra. We obtained a scan through
the Ti sites crossing a 2-unit-cell layer of LaTiO3 (top centre panel of
Fig. 2). By substituting La for Sr, there is locally an extra electron
that resides mainly on the Ti d orbitals23. To visualize this effect, the
Ti L2,3 near-edge structure can be decomposed into a linear
combination of Ti3þ and Ti4þ, with no residual detectable above
the experimental noise level (bottom panel of Fig. 2).

This decomposition, which would fail both conceptually and
experimentally for more covalent materials, allows a particularly

Figure 1 Annular dark field (ADF) image of LaTiO3 layers (bright) of varying thickness

spaced by SrTiO3 layers. The view is down the [100] zone axis of the SrTiO3 substrate,

which is on the right. After depositing initial calibration layers, the growth sequence is

5 £ n (that is, 5 layers of SrTiO3 and n layers of LaTiO3), 20 £ n, n £ n, and finally a

LaTiO3 capping layer. The numbers in the image indicate the number of LaTiO3 unit cells

in each layer. Field of view, 400 nm. Top, a magnified view of the 5 £ 1 series. The raw

images have been convolved with a 0.05-nm-wide gaussian to reduce noise.

letters to nature

NATURE | VOL 419 | 26 SEPTEMBER 2002 | www.nature.com/nature378 © 2002        Nature  Publishing Group

SrTiO3/LaTiO3  
Ohtomo et al, Nature 2002
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• Correlated interfaces.  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Alloy

• Disordered systems  • Non equilibrium

• Two impurity models 

• One impurity per layer



Outline

• Lecture 1 : Introduction to DMFT

• Why DMFT ? 

• Introduction to Mott transition.

• Introduction to Quantum Impurity models.

• DMFT equations.

• A classic : solution of DMFT for 1 band 1/2 filling Hubbard model

• Lecture 2 : Multiorbital DMFT.  Clusters.

• Lecture 3 : Impurity solvers

• Lecture 4 : Introduction to TRIQS & Hands-on

80



81

Thank you for your attention


