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Illustration of hadron-hadron collision:

PDFs Hard scattering Parton shower Hadronization
and decay

Observable (here: cross section) for hard scattering:

s µ
Z

df |A|2 ⌘
Z

ds
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1.2. BASICS OF QED

Since p2 = m2 = 0, we have:

∆γµν (p, n) pµ = 0 (1.12)

∆γµν (p, n) nµ = 0 (1.13)

Thus, only 2 degrees of freedom propagate (transverse ones in the nµ + pµ restframe). A
usual choice is n2 = 0, λ = 0 (light cone gauge). The price we pay by choosing this gauge
instead of a covariant one is that the propagator looks more complicated and the integral
over pµ diverges when pµ becomes parallel to nµ. In this gauge

∆γµν (p, n) =
i

p2
dµν(p, n) (1.14)

with

dµν (p, n) = −gµν +
pµnν + nµpν

p · n
=
∑

λ=1,2

ε(λ)
µ (p) ε(λ)

ν (p)∗ . (1.15)

Some words on Coloumb gauge.

Feynman rules in covariant Feynman gauge

In the Feynman gauge the we have the following Feynman rules:

µµ ν

p

p

jj

= ∆γµν (p) = −igµν

p2

= ∆j(p) = i /p+m

p2−m2
j

= Γµ
j fj f̄j

= −iej eγµ

• outgoing fermion: ū (p) • outgoing antifermion: v (p)

• incoming fermion: u (p) • incoming antifermion: v̄ (p)

• outgoing photon: ε(λ)
µ (p)∗ • incoming photon: ε(λ)

µ (p) .

The cross section

The cross section is given by

σ =
1

2s

∫
dφn (p1, . . . , pn;Q)

1

S

∑

spin

|Mn|2 , (1.16)

where Q is the total incoming momentum, (s = Q2) and

dφn = (2π)4δd



Qµ −
n∑

j=1

pµ
j




n∏

j=1

ddpj

(2π)d−1
δ+
(
p2

j − m2
j

)

is the phase space in d = 4 − 2ε dimensions (in reality ε → 0 such that d = 4, but we
allow d #= 0 for later purposes). The index + of the δ-function means that we consider only
positive solutions E = +

√
m2 + )p2, in other words

δ+
(
p2

j − m2
j

)
= δ

(
p2

j − m2
j

)
θ (E) ,
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where θ (E) is the Heaviside step-function. The amplitude iMn is obtained from all possible
Feynman graphs and S−1 comes from averaging for incoming (spin) states. One can obtain∑

|Mn|2 directly from the so called “cut” graphs following the Cutkosky rules. If a matrix
element is given by the sum over all graphs G,

1

n

GiM =
∑

G

then the matrix element squared is given by the sum over all possible squared graph and
over all possible cuts of these graphs:

1

n

G
∑

|Mn|2 =
∑

cuts, G G̃

cut

The Feynman rules for the cut graphs are the usual ones with the following additional
rules:

1. the sign of explicit factors of i =
√
−1 and directions of fermionic arrows and those

of all momenta are reversed in G̃ as compared to G.

2. We do not integrate over the loop momentum of initial-state momenta,

3. A cut line j in the initial state means a factor of

• /p + mj if j is a fermion,

• /p − mj if j is a antifermion,

• −gµν if j is a (massless) gauge boson.

In the final state the corresponding factors are

•
(
/p ± mj

)
2πδ+

(
p2

j − m2
j

)
if j is a fermion/antifermion,

• −gµν 2π δ+
(
p2

j

)
if (massless) gauge boson.

The δ+ distributions express the on mass-shell conditions. These convert an integral
over a loop momentum into the element of a one-particle phase-space measure.

Example: e+e− −→ µ+µ−

We consider as a very easy application of the Cutkosky rules the reaction e+e− → µ+µ−.
At the amplitude level there is only one Feynman graph that contributes at lowest order to
this reaction:
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e−

e+

q

γ∗

µ+

µ−

In order to better describe the kinematics of the reaction we use the Mandelstam variables
known from the QFTI lecture,

s = (pe− + pe+)2 =
(
pµ− + pµ+

)2
,

t =
(
pe− − pµ−

)2
=
(
pe+ − pµ+

)2
,

u =
(
pe− − pµ+

)2
=
(
pe+ − pµ−

)2
. (1.17)

Furthermore we express the coupling in terms of α = e2

4π . The squared amplitude is then
given by

∑
spin |M2|2 = = (4πα)

s2 Tr
[(

/pe+ − me

)
γµ
(
/pe−

+ me

)
γν
]

×Tr
[(

/pµ− + mµ

)
γµ

(
/pµ+ − mµ

)
γν
]

pe+

pe−

pµ−

pµ+

Evaluating the traces1 we obtain:

∑

spin

|M2|2 = 8 (4πα)2

[
u2 + t2

s2
+ 2

m2
µ − m2

e

s2
− 8

m2
µm2

e

s2

]

(1.18)

The integration over the phase space is left as an exercise.

Exercises

• Exercise 1

Show that in QED

[Dµ,Dν ] = ieFµν ,

where Dµ = ∂µ + ieAµ.

• Exercise 2

Show that the generators of a unitary group are traceless and hermitian.

1The Mathematica package Tracer.m is useful for computing the traces.
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Furthermore, these graphs contain complicated non-abelian vertices. The number of terms
increase factorially. We can organize the calculation of |Mn|2 better if we divide the full
amplitude into sums of gauge invariant contributions. These can be found by expanding
the amplitude in colour space using an orthogonal basis. Then each coefficient of a basis
vector has to be gauge invariant.

A purely gluonic amplitude can be written as

Mn
a1... an
ε1... εn (p1, . . . , pn) =

∑

{1,2,...,n}

Tr (ta1 . . . tan) m (p1, ε1; . . . ; pn, εn) (1.27)

where the sum runs over (n − 1)! non-cyclic permutations. The usual normalization used
in this representation is TR = 1. The different traces are orthogonal only at leading order
in N :

N2
c −1∑

ai=1

Tr (ta1 . . . tan) Tr
(
tb1 . . . tbn

)∗
= Nn−2

c

(
N2

c − 1
) [
δ{a}{b} + O

(
N−2

c

)]
, (1.28)

where {b} is a permutation of {a} ≡ (a1, . . . , an). However, gauge invariance must hold
order-by-order in the Nc-expansion. The colour subamplitudes m (1, 2, . . . , n) ≡ m (p1, ε1; . . . ; pnεn)
have the following properties:

1. they are gauge invariant,

2. they are invariant under cyclic permutations of indices,

3. they obey: m (n, n − 1, . . . , 1) = (−1)n m (1, 2, . . . , n),

4. they obey:

m (1, 2, 3, . . . , n) + m (2, 1, 3, . . . , n) + m (2, 3, 1, . . . , n) + · · · + m (2, 3, . . . , 1, n) = 0,

5. they factorize on multigluon poles, (this feature will be discussed later),

6. they sum incoherently to leading order in Nc:

∑

colour

|Mn|2 = Nn−2
c

(
N2

c − 1
) [∑

|m (1, . . . , n)|2 + O
(
N2

c

)]

1.5 Spinor helicity formalism

We compute amplitudes of fixed helicity, which has the following advantages:

• Helicity is conserved along massless fermion lines.

• We can exploit gauge invariance and select an explicit representation for the polar-
ization vectors.

• Different helicity configurations do not interfere, therefore, in computing
∑

helicity |Mn|2,
we sum the helicity amplitudes incoherently.

13
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ki, i = 1, 2, . . . , n, and use the shorthand notation

|i±〉 ≡ |k±
i 〉 ≡ u±(ki) = v∓(ki), 〈i±| ≡ 〈k±

i | ≡ u±(ki) = v∓(ki).
(11)

We define the basic spinor products by

〈i j〉 ≡ 〈i−|j+〉 = u−(ki)u+(kj), [i j] ≡ 〈i+|j−〉 = u+(ki)u−(kj).
(12)

The helicity projection implies that products like 〈i+|j+〉 vanish.
For numerical evaluation of the spinor products, it is useful to have explicit

formulae for them, for some representation of the Dirac γ matrices. In the Dirac
representation,

γ0 =

(

1 0
0 −1

)

, γi =

(

0 σi

−σi 0

)

, γ5 =

(

0 1
1 0

)

, (13)

the massless spinors can be chosen as follows,

u+(k) = v−(k) =
1√
2







√
k+√

k−eiϕk√
k+√

k−eiϕk







, u−(k) = v+(k) =
1√
2







√
k−e−iϕk

−
√

k+

−
√

k−e−iϕk√
k+







,

(14)
where

e±iϕk ≡
k1 ± ik2

√

(k1)2 + (k2)2
=

k1 ± ik2

√
k+k−

, k± = k0 ± k3. (15)

Exercise: Show that these solutions satisfy the massless Dirac equation with
the proper chirality.

Plugging Eqs. 14 into the definitions of the spinor products, Eq. 12, we
get explicit formulae for the case when both energies are positive,

〈i j〉 =
√

k−
i k+

j eiϕki −
√

k+
i k−

j eiϕkj =
√

|sij |eiφij ,

[i j] = −
√

k−
i k+

j e−iϕki +
√

k+
i k−

j e−iϕkj =
√

|sij |e−i(φij+π),

k0
i > 0, k0

j > 0, (16)

where sij = (ki + kj)2 = 2ki · kj , and

cosφij =
k1

i k+
j − k1

j k+
i

√

|sij |k+
i k+

j

, sin φij =
k2

i k+
j − k2

j k+
i

√

|sij |k+
i k+

j

. (17)
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Figure 5: Color-ordered Feynman rules, in Lorentz-Feynman gauge, omitting ghosts.
Straight lines represent fermions, wavy lines gluons. All momenta are taken outgoing.

2.2 Helicity Nitty Gritty

The spinor helicity formalism for massless vector bosons11,12,13 is largely re-
sponsible for the existence of extremely compact representations of tree and
loop partial amplitudes in QCD. It introduces a new set of kinematic objects,
spinor products, which neatly capture the collinear behavior of these ampli-
tudes. A (small) price to pay is that automated simplification of large expres-
sions containing these objects is not always straightforward, because they obey
nonlinear identities. In this section we will review the spinor helicity formalism
and some of the key identities.

We begin with massless fermions. Positive and negative energy solutions
of the massless Dirac equation are identical up to normalization conventions.
One way to see this is to note that the positive and negative energy pro-
jection operators, Λ+(k) ∼ u(k) ⊗ u(k) and Λ−(k) ∼ v(k) ⊗ v(k), are both
proportional to #k in the massless limit. Thus the solutions of definite helicity,
u±(k) = 1

2 (1 ± γ5)u(k) and v∓(k) = 1
2 (1 ± γ5)v(k), can be chosen to be equal

to each other. (For negative energy solutions, the helicity is the negative of
the chirality or γ5 eigenvalue.) A similar relation holds between the conjugate
spinors u±(k) = u(k)1

2 (1 ∓ γ5) and v∓(k) = v(k)1
2 (1 ∓ γ5). Since we will be

interested in amplitudes with a large number of momenta, we label them by

11
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Two-component indices are raised and lowered with the two-dimensional antisymmetric

tensors εαβ , εα̇β̇, etc. The spinor inner products come from contracting spinors for

different momenta with these tensors,

〈j l〉 = εαβ(λj)α(λl)β = 〈j−|l+〉 = u−(kj)u+(kl) , (16)

[j l] = εα̇β̇(λ̃j)α̇(λ̃l)β̇ = 〈j+|l−〉 = u+(kj)u−(kl) . (17)

Spinor products are antisymmetric under exchange of labels, 〈j l〉 = −〈l j〉, [j l] = − [l j],

and 〈j j〉 = [j j] = 0. Lorentz vectors can be written as bi-spinors, or 2 × 2 matrices,

by contracting them with the Pauli matrices. A massless vector written in this way

factorizes into the product of two massless spinors, as

(/ki)αα̇ ≡ kµ
i (σµ)αα̇ = u+(ki)u+(ki) = (λi)α(λ̃i)α̇ . (18)

This factorization plays a role in the BCFW complex-momentum shift, which is

best described in terms of the λ and λ̃ variables [16], as is done elsewhere in this

issue [14, 25, 21].

Amplitudes with external gluons can also be described in terms of the λi and λ̃i

variables, thanks to the spinor-helicity formalism [83]. The polarization vector ε±(k)

for an outgoing massless vector particle with momentum k and helicity h = ±1, is
required to be transverse to k, ε± · k = 0. In the spinor-helicity formalism, ε± is

also chosen to be transverse to another massless momentum q, called the reference

momentum (which should not be parallel to k but is otherwise arbitrary). Note that

k and q span a two-dimensional subspace of four-dimensional space-time. Because
/k|k±〉 = /q|q±〉 = 0, the two orthogonal directions to this subspace are spanned by

〈q+|γµ|k+〉 and 〈q−|γµ|k−〉. The spinor-helicity polarization vectors live in this subspace;
indeed, they are proportional to these two vectors, and are normalized by the condition

that ε± · (ε±)∗ = −1:

ε±µ (k, q) = ± 〈q∓|γµ|k∓〉√
2〈q∓|k±〉

. (19)

As a bi-spinor, ε±(ki, qi) is given by

[ε+(ki, qi)]αα̇ =
√
2
(λqi)α(λ̃i)α̇

〈qi i〉
, [ε−(ki, qi)]αα̇ = −

√
2
(λi)α(λ̃qi)α̇

[qi i]
. (20)

If each qi is chosen to be another momentum in the process, say kj, then it is clear from

the general form of the Feynman rules (using also eq. (18)) that the full amplitude can
be built entirely out of the spinor products 〈j l〉 and [j l], for 1 ≤ j, l ≤ n.

What are the basic properties of the spinor products which make them so convenient

variables for helicity amplitudes? First of all, for real momenta, the two types of spinor

products are complex conjugates of each other, 〈j l〉 = ±[l j]∗. Also, for either real or
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2〈q∓|k±〉

. (19)
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√
2
(λqi)α(λ̃i)α̇
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√
2
(λi)α(λ̃qi)α̇

[qi i]
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ki, i = 1, 2, . . . , n, and use the shorthand notation

|i±〉 ≡ |k±
i 〉 ≡ u±(ki) = v∓(ki), 〈i±| ≡ 〈k±

i | ≡ u±(ki) = v∓(ki).
(11)

We define the basic spinor products by

〈i j〉 ≡ 〈i−|j+〉 = u−(ki)u+(kj), [i j] ≡ 〈i+|j−〉 = u+(ki)u−(kj).
(12)

The helicity projection implies that products like 〈i+|j+〉 vanish.
For numerical evaluation of the spinor products, it is useful to have explicit

formulae for them, for some representation of the Dirac γ matrices. In the Dirac
representation,

γ0 =

(

1 0
0 −1

)

, γi =

(

0 σi

−σi 0

)

, γ5 =

(

0 1
1 0

)

, (13)

the massless spinors can be chosen as follows,

u+(k) = v−(k) =
1√
2







√
k+√

k−eiϕk√
k+√

k−eiϕk







, u−(k) = v+(k) =
1√
2







√
k−e−iϕk

−
√

k+

−
√

k−e−iϕk√
k+







,

(14)
where

e±iϕk ≡
k1 ± ik2

√

(k1)2 + (k2)2
=

k1 ± ik2

√
k+k−

, k± = k0 ± k3. (15)

Exercise: Show that these solutions satisfy the massless Dirac equation with
the proper chirality.

Plugging Eqs. 14 into the definitions of the spinor products, Eq. 12, we
get explicit formulae for the case when both energies are positive,

〈i j〉 =
√

k−
i k+

j eiϕki −
√

k+
i k−

j eiϕkj =
√

|sij |eiφij ,

[i j] = −
√

k−
i k+

j e−iϕki +
√

k+
i k−

j e−iϕkj =
√

|sij |e−i(φij+π),

k0
i > 0, k0

j > 0, (16)

where sij = (ki + kj)2 = 2ki · kj , and

cosφij =
k1

i k+
j − k1

j k+
i

√

|sij |k+
i k+

j

, sin φij =
k2

i k+
j − k2

j k+
i

√

|sij |k+
i k+

j

. (17)
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The spinor products are, up to a phase, square roots of Lorentz products.
We’ll see that the collinear limits of massless gauge amplitudes have this kind
of square-root singularity, which explains why spinor products lead to very
compact analytic representations of gauge amplitudes, as well as improved
numerical stability.

We would like the spinor products to have simple properties under crossing
symmetry, i.e. as energies become negative.13 We define the spinor product 〈i j〉
by analytic continuation from the positive energy case, using the same formula,
Eq. 16, but with ki replaced by −ki if k0

i < 0, and similarly for kj ; and with
an extra multiplicative factor of i for each negative energy particle. We define
[i j] through the identity

〈i j〉 [j i] = 〈i−|j+〉〈j+|i−〉 = tr
(

1
2 (1 − γ5) $ki $kj

)

= 2ki · kj = sij . (18)

We also have the useful identities:
Gordon identity and projection operator:

〈i±|γµ|i±〉 = 2kµ
i , |i±〉〈i±| = 1

2 (1 ± γ5) $ki (19)

antisymmetry:

〈j i〉 = −〈i j〉 , [j i] = − [i j] , 〈i i〉 = [i i] = 0 (20)

Fierz rearrangement:

〈i+|γµ|j+〉〈k+|γµ|l+〉 = 2 [i k] 〈l j〉 (21)

charge conjugation of current:

〈i+|γµ|j+〉 = 〈j−|γµ|i−〉 (22)

Schouten identity:

〈i j〉 〈k l〉 = 〈i k〉 〈j l〉 + 〈i l〉 〈k j〉 . (23)

In an n-point amplitude, momentum conservation,
∑n

i=1 kµ
i = 0, provides one

more identity,
n

∑

i=1
i!=j,k

[j i] 〈i k〉 = 0. (24)

The next step is to introduce a spinor representation for the polarization
vector for a massless gauge boson of definite helicity ±1,

ε±µ (k, q) = ±
〈q∓|γµ|k∓〉√

2〈q∓|k±〉
, (25)
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where k is the vector boson momentum and q is an auxiliary massless vector,
called the reference momentum, reflecting the freedom of on-shell gauge tran-
formations. We will not motivate Eq. 25, but just show that it has the desired
properties. Since !k|k±〉 = 0, ε±(k, q) is transverse to k, for any q,

ε±(k, q) · k = 0. (26)

Complex conjugation reverses the helicity,

(ε+
µ )∗ = ε−µ . (27)

The denominator gives εµ the standard normalization (using Eq. 21),

ε+ · (ε+)∗ = ε+ · ε− = −
1

2

〈q−|γµ|k−〉〈q+|γµ|k+〉
〈q k〉 [q k]

= −1,

ε+ · (ε−)∗ = ε+ · ε+ =
1

2

〈q−|γµ|k−〉〈q−|γµ|k−〉
〈q k〉2

= 0. (28)

States with helicity ±1 are produced by ε±. The easiest way to see this is
to consider a rotation around the k axis, and notice that the |k+〉 in the
denominator of Eq. 25 picks up the opposite phase from the state |k−〉 in
the numerator; i.e. it doubles the phase from that appropriate for a spinor
(helicity + 1

2 ) to that appropriate for a vector (helicity +1). Finally, changing
the reference momentum q does amount to an on-shell gauge transformation,
since εµ shifts by an amount proportional to kµ:

ε+
µ (q̃) − ε+

µ (q) =
〈q̃−|γµ|k−〉√

2 〈q̃ k〉
−

〈q−|γµ|k−〉√
2 〈q k〉

= −
〈q̃−|γµ !k|q+〉 + 〈q̃−| !kγµ|q+〉√

2 〈q̃ k〉 〈q k〉

= −
√

2 〈q̃ q〉
〈q̃ k〉 〈q k〉

× kµ . (29)

Exercise: Show that the completeness relation for these polarization vectors
is that of an light-like axial gauge,

∑

λ=±

ελ
µ(k, q) (ελ

ν (k, q))∗ = −ηµν +
kµqν + kνqµ

k · q
. (30)

A separate reference momentum qi can be chosen for each gluon momen-
tum ki in an amplitude. Because it is a gauge choice, one should be careful not
to change the qi within the calculation of a gauge-invariant quantity (such as
a partial amplitude). On the other hand, different choices can be made when
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Splittree+ (a+, b−) =
(1 − z)2

√

z(1 − z) 〈a b〉
,

Splittree− (a+, b−) = −
z2

√

z(1 − z) [a b]
. (82)

The g → q̄q and q → qg splitting amplitudes are also easy to obtain, from the
limits of Eq. 51, etc.

Since the collinear limits of QCD amplitudes are responsible for parton
evolution, it is not surprising that the residue of the collinear pole in the
square of a splitting amplitude gives the (color-stripped) polarized Altarelli-
Parisi splitting probability.22

Exercise: Show that the unpolarized g → gg splitting probability, from sum-
ming over the terms in Eq. 82, has the familiar form

Pgg(z) ∝
1 + z4 + (1 − z)4

z(1 − z)
, (83)

neglecting the plus prescription and δ(1 − z) term.
QCD amplitudes also have universal behavior in the soft limit, where all

components of a gluon momentum vector ks go to zero. At tree level one finds

Atree
n (. . . , a, s, b, . . .)

ks→0−→ Softtree(a, s, b)Atree
n−1(. . . , a, b, . . .). (84)

The soft or “eikonal” factor,

Softtree(a, s, b) =
〈a b〉

〈a s〉 〈s b〉
, (85)

depends on both color-ordered neighbors of the soft gluon s, because the sets
of graphs where s is radiated from legs a and b are both singular in the soft
limit. On the other hand, the soft behavior is independent of both the identity
(gluon vs. quark) and the helicity of partons a and b, reflecting the classical
origin of soft radiation. (See George Sterman’s lectures in this volume for a
deeper and more general discussion.23)
Exercise: Verify the soft behavior, Eq. 84, for any of the above multiparton
tree amplitudes.

As Zoltan Kunszt will explain in more detail,2 the universal soft and
collinear behavior of tree amplitudes, and therefore of tree-level cross-sections,
makes possible general procedures for isolating the infrared divergences in the
real, bremsstrahlung contribution to an arbitrary NLO cross-section, and can-
celling these divergences against corresponding ones in one-loop amplitudes.
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1.2. BASICS OF QED

Since p2 = m2 = 0, we have:

∆γµν (p, n) pµ = 0 (1.12)

∆γµν (p, n) nµ = 0 (1.13)

Thus, only 2 degrees of freedom propagate (transverse ones in the nµ + pµ restframe). A
usual choice is n2 = 0, λ = 0 (light cone gauge). The price we pay by choosing this gauge
instead of a covariant one is that the propagator looks more complicated and the integral
over pµ diverges when pµ becomes parallel to nµ. In this gauge

∆γµν (p, n) =
i

p2
dµν(p, n) (1.14)

with

dµν (p, n) = −gµν +
pµnν + nµpν

p · n
=
∑

λ=1,2

ε(λ)
µ (p) ε(λ)

ν (p)∗ . (1.15)

Some words on Coloumb gauge.

Feynman rules in covariant Feynman gauge

In the Feynman gauge the we have the following Feynman rules:

µµ ν

p

p

jj

= ∆γµν (p) = −igµν

p2

= ∆j(p) = i /p+m

p2−m2
j

= Γµ
j fj f̄j

= −iej eγµ

• outgoing fermion: ū (p) • outgoing antifermion: v (p)

• incoming fermion: u (p) • incoming antifermion: v̄ (p)

• outgoing photon: ε(λ)
µ (p)∗ • incoming photon: ε(λ)

µ (p) .

The cross section

The cross section is given by

σ =
1

2s

∫
dφn (p1, . . . , pn;Q)

1

S

∑

spin

|Mn|2 , (1.16)

where Q is the total incoming momentum, (s = Q2) and

dφn = (2π)4δd



Qµ −
n∑

j=1

pµ
j




n∏

j=1

ddpj

(2π)d−1
δ+
(
p2

j − m2
j

)

is the phase space in d = 4 − 2ε dimensions (in reality ε → 0 such that d = 4, but we
allow d #= 0 for later purposes). The index + of the δ-function means that we consider only
positive solutions E = +

√
m2 + )p2, in other words

δ+
(
p2

j − m2
j

)
= δ

(
p2

j − m2
j

)
θ (E) ,
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Moreover:

ε±µ (p, k) =
(
ε∓µ (p, k)

)∗
(1.41)

ε±µ (p, k) pµ = ε±µ (p, k) kµ = 0 (1.42)

ε+µ (p, k) ε−ν (p, k) + ε−µ (p, k) ε+ν (p, k) = dµν (p, k) (1.43)

εh (pi, k) · εh (pj, k) = 0 with h = +,− (1.44)

εh (pi, k) · ε−h (pj, pi) = 0 with h = +,− (1.45)

/εh (pi, pj)
∣∣∣ph

j

〉
= 0 with h = +,− (1.46)

〈
ph

j

∣∣∣ /ε−h (pi, pj) = 0 with h = +,− (1.47)

Feynman rules for colour subamplitudes (for massless fermions)

We introduce the following notation:

• external outgoing fermion of momentum p, helicity ±: 〈p±|,

• external outgoing antifermion of momentum p, helicity ±: |p∓〉,

• external outgoing vector of momentum p, reference k, helicity ±: ε±µ (p, k) = ± 〈p±|γµ|k±〉√
2〈k∓|p±〉 .

The fermion propagator of momentum p in the direction of the fermion arrow is −i /p
p2 . The

vector propagator of momentum p is: − i
p2 gµν .

Γµ
gqq̄ = i

gs√
2
γµ the factor of

√
2 is due to TR = 1. (1.48)

Γαβγ (p, q, r) = i
gs√
2
Vαβγ (p, q, r) all incoming momenta (1.49)

Γαβγδ = i
g2
s

2
(2gαγgβδ − gαδgβγ − gαβgγδ) (1.50)

A simple application of the helicity formalism

We now compute the leading order contribution to the process e+e− → µ+µ− using the
helicity formalism. Although it is not a physical choice, we consider the following crossing
invariant kinematic configuration which is useful for obtaining the squared matrix element
in either the annihilation or in the scattering channels:

0µ → pµ
1 + pµ

2 + pµ
4 + pµ

5 . (1.51)

As for the labelling convention, we anticipate further use of the result, when it will become
clear. There is only one Feynman graph:

e−

p1
e+

p2

s

p5

p4 q

q̄
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Figure 1: Feynman diagram for e�Le
+
R ! µ�

Lµ
+
R.

roots of the Lorentz products of lightlike vectors. In the following, I will denote these
Lorentz products using the notation

sij = 2pi · pj = (pi + pj)
2
. (20)

To evaluate simple expressions written in terms of spinor products, we can often
think of the whole expression as the square root of an expression in terms of the sij.
However, for more complex expressions, it is usually easiest to directly evaluate the
spinor products from their component momenta. I give formulae for evaluating spinor
products in Appendix A.

2.2 e

+
e

� ! µ

+
µ

�

At this point, we are already able to perform some interesting computations.
Consider, for example, the tree-level amplitude for e

�
Le

+
R ! µ

�
Lµ

+
R in QED. This
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To evaluate simple expressions written in terms of spinor products, we can often
think of the whole expression as the square root of an expression in terms of the sij.
However, for more complex expressions, it is usually easiest to directly evaluate the
spinor products from their component momenta. I give formulae for evaluating spinor
products in Appendix A.
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This is a familiar result, and we have obtained it with surprising ease.

Actually, we can simplify the result further. In the denominator of (21), q2 =
2k1 · k2 = h12i[21]. Multiply the numerator and denominator of (21) by h32i, to give

iM = 2ie2
h32i[14]h32i
h12i[21]h32i . (24)

Then, in the denominator

[21]h32i = [12]h23i = [1 62 3i = [1(� 61� 63� 64)3i (25)

Using the Dirac equation, 611] = 0, 633i = 0. This leaves (�[14]h43i). The last square
brackets cancel and we find

iM = 2ie2
h23i2

h12ih34i . (26)

The entire expression can be written in terms of angle brackets with no square brack-
ets. Similarly, if we had multiplied instead by

[14]

[14]
(27)

a similar set of manipulations would have given

iM = 2ie2
[14]2

[12][34]
, (28)

with square brackets only.

2.3 Massless photons

This simplification of amplitudes with fermions extends to amplitudes with mass-
less vector bosons. I will show that the polarization vectors for final-state massless
vector bosons of definite helicity can be represented as [13,14,15]

✏

⇤µ
R (k) =

1p
2

hr�µ
k]

hrki , ✏

⇤µ
L (k) = � 1p

2

[r�µ
ki

[rk]
. (29)

Here k is the momentum of the vector boson and r is some other fixed lightlike 4-
vector, called the reference vector. The only requirement on r is that it cannot be
collinear with k.
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CHAPTER 1.

Moreover:

ε±µ (p, k) =
(
ε∓µ (p, k)

)∗
(1.41)

ε±µ (p, k) pµ = ε±µ (p, k) kµ = 0 (1.42)

ε+µ (p, k) ε−ν (p, k) + ε−µ (p, k) ε+ν (p, k) = dµν (p, k) (1.43)

εh (pi, k) · εh (pj, k) = 0 with h = +,− (1.44)

εh (pi, k) · ε−h (pj, pi) = 0 with h = +,− (1.45)

/εh (pi, pj)
∣∣∣ph

j

〉
= 0 with h = +,− (1.46)

〈
ph

j

∣∣∣ /ε−h (pi, pj) = 0 with h = +,− (1.47)

Feynman rules for colour subamplitudes (for massless fermions)

We introduce the following notation:

• external outgoing fermion of momentum p, helicity ±: 〈p±|,

• external outgoing antifermion of momentum p, helicity ±: |p∓〉,

• external outgoing vector of momentum p, reference k, helicity ±: ε±µ (p, k) = ± 〈p±|γµ|k±〉√
2〈k∓|p±〉 .

The fermion propagator of momentum p in the direction of the fermion arrow is −i /p
p2 . The

vector propagator of momentum p is: − i
p2 gµν .

Γµ
gqq̄ = i

gs√
2
γµ the factor of

√
2 is due to TR = 1. (1.48)

Γαβγ (p, q, r) = i
gs√
2
Vαβγ (p, q, r) all incoming momenta (1.49)

Γαβγδ = i
g2
s

2
(2gαγgβδ − gαδgβγ − gαβgγδ) (1.50)

A simple application of the helicity formalism

We now compute the leading order contribution to the process e+e− → µ+µ− using the
helicity formalism. Although it is not a physical choice, we consider the following crossing
invariant kinematic configuration which is useful for obtaining the squared matrix element
in either the annihilation or in the scattering channels:

0µ → pµ
1 + pµ

2 + pµ
4 + pµ

5 . (1.51)

As for the labelling convention, we anticipate further use of the result, when it will become
clear. There is only one Feynman graph:

e−

p1
e+

p2

s

p5

p4 q

q̄

15



1.5. SPINOR HELICITY FORMALISM

A general amplitude is given by

A4

(
1h1 , 2h2 , 4h4 , 5h5

)
= e2 a4

(
1h1 , 2h2 , 4h4 , 5h5

)

where the numbers are just a short-hand notation for the momenta, j ≡ pj, which is a
standard in the helicity formalism. Choosing a specific helicity configuration and applying
the Feynman rules, we find

a4
(
1+, 2−, 4+, 5−

)
≡ a4 (+,−,+,−) = 〈1+| iγµ |2+〉 (−igµν)

s12
〈5−| iγµ |4−〉

= i
2 [14] 〈52〉
〈12〉 [21]

〈45〉
〈45〉

= −i
2 [12] 〈25〉 〈52〉
[21] 〈12〉 〈45〉

= −i
2 〈25〉2

〈12〉 〈45〉
, (1.52)

where sij = (pi + pj)
2 and in the third line we used momentum conservation (/4 = −/1 −

/2 − /5) to rewrite [14] 〈45〉 as

[14] 〈45〉 =
〈
1 +

∣∣/4
∣∣ 5+

〉
=
〈
1 +

∣∣−/1 − /2 − /5
∣∣ 5+

〉
=
〈
1 +

∣∣−/2
∣∣ 5+

〉

= − [12] 〈25〉 . (1.53)

The other helicity amplitudes can be obtained from that computed in Eq. (1.52), using dis-
crete symmetry transformations of parity and charge conjugation. Parity transformation
revereses all helicities of the helicity amplitude. It is implemented by the complex conjuga-
tion operation which substitutes 〈ij〉 ↔ [ji]. Charge conjugation changes antifermions into
fermions and vice versa, which in the present case amounts to interchanging indices 4 with
5 and/or 1 with 2. Thus,

a4 (+,−,−,+) = a4 (+,−,+,−)|4↔5 (from charge conjugation)

= −i
2 〈24〉2

〈12〉 〈54〉
(1.54)

a4 (−,+,−,+) = a4 (+,−,+,−)|〈ij〉↔[ji] (from parity transformation)

= −i
2 [25]2

[12] [45]
(1.55)

a4 (−,+,+,−) = −i
2 [24]2

[12] [54]
. (1.56)

Computing the square of the amplitude, summed over helicities, we obtain

∑

helicity

|A|2 = e4 2
4
(
s2
25 + s2

24

)

s12s45
= 8 (4πα)2

t2 + u2

s2
, (1.57)

where we adopted the usual notation of Mandelstam:

s12 = s45 = s , s24 = t , s25 = u .

The advantage of considering a kinematical configuration 0 → p1p2p3p4 is that it is easy
to consider analogous reactions which can be obtained by crossing symmetry. Depending
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Figure 2: Ward identity obeyed by a gauge-invariant sum of diagrams with all external
particles on shell.

Figure 3: Feynman diagram for e�Le
+
R ! ��.

The last line follows from the anticommutator of Dirac matrices. The final result of
this calculation is that

✏

⇤µ
R (k; r)� ✏

⇤µ
R (k; s) = f(r, s)kµ

. (38)

where f(r, s) is a function of the two reference vectors. This expression, when dotted
into an on-shell photon or gluon amplitude, will give zero by the Ward identity, as
shown in Fig. 2. Thus—as long as we are computing a gauge-invariant set of Feynman
diagrams—we can use any convenient reference vector s and obtain the same answer
as we would with the particular reference vector r used in (36).

This completes the justification of the representation (29) of massless photon or
gluon polarization vectors. From here on, because I will in any case consider all
momenta as outgoing, I will drop the explicit ⇤’s on the polarization vectors.

2.4 e

+
e

� ! ��

We can illustrate the application of these polarization vectors by computing the
amplitudes for e�Le

+
R ! ��. Label the momenta as in Fig. 3, taking all momenta as

outgoing. Then the value of the amplitude for this process is

iM = (�ie)2h2
(

� · ✏(4) i(2 + 4)

s24
� · ✏(3) + � · ✏(3) i(2 + 3)

s23
� · ✏(4)

)

1] . (39)
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We will choose explicit polarization vectors ✏(3), ✏(4) to evaluate this amplitude for
each choice of photon helicities. This formula also introduces some additional stream-
lining of the notation: I write (2 + 4), instead of (6k2+ 6k4) or even ( 62+ 64), and I use
(20) to express the denominators.

There are four possible choices for the photon polarizations. However the cases
�R�L and �L�R are related by interchange of the momenta 3 and 4. The cases �R�R
and �L�L are related by parity, which interchanges states with R and L polarization.
Further, it is easy to see that the amplitudes for �R�R and �L�L are actually zero.
For the case of �R�R, choose r = 2 for both polarization vectors,

✏

µ(3) =
1p
2

h2�µ3]

h23i , ✏

µ(4) =
1p
2

h2�µ4]

h24i . (40)

When these choices are used in (39), we find, with the use of the Fierz identity (18)

h2� · ✏(4) ⇠ 2h22i[4 = 0 , (41)

which vanishes because h22i = 0. A similar cancellation occurs with ✏(3). So the
entire matrix element vanishes. The amplitude for the case �L�L must then also
vanish by parity; alternatively, we can find the same cancellation for that case by
using r = 1 in both polarization vectors.

To compute the amplitude for the case �R�L, choose

✏

µ(3) =
1p
2

h2�µ3]

h23i , ✏

µ(4) = � 1p
2

[1�µ4i
[14]

. (42)

Then the second diagram in Fig. 3 vanishes by the logic of the previous paragraph.
Using the Fierz identity, the first diagram gives

iM =
�ie

2

s24

2 · 2
(�2)h23i[14]h24i[1(2 + 4)2i[31]

=
2ie2

s13h23i[14]h24i[14]h42i[31]

=
2ie2

h13i[31]h23i[14]h24i[14]h42i[31]

= 2ie2
(h24i)2
h23ih31i (43)

In terms of the Mandelstam variables, s23 = u, s13 = s24 = t, so

|iM|2 = 4e4
t

u

= 4e4
1� cos ✓

1 + cos ✓
, (44)
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A Colour factors

Here we shall discuss how to calculate colour diagrams for SU(Nc) colour group (in the
Nature, quarks have Nc = 3 colours). For more details, see [4].

Elements of SU(Nc) are complex Nc × Nc matrices U which are unitary (U+U = 1)
and have det U = 1. Complex Nc-component column vectors qi transforming as

q → Uq or qi → U i
jq

j (A.1)

form the space in which the fundamental representation operates. Complex conjugate row
vectors q+

i = (qi)∗ transform as

q+ → q+U+ or q+
i → q+

j (U+)j
i where (U+)j

i =
(

U i
j

)∗
; (A.2)

this is the conjugated fundamental representation. The scalar product is invariant: q+q′ →
q+U+Uq′ = q+q′. In other words,

δi
j → δk

l U i
k(U

+)l
j = U i

k(U
+)k

j = δi
j (A.3)

is an invariant tensor (it is the colour structure of a meson). The unit antisymmetric
tensors εi1...iNc and εi1...iNc

are also invariant:

εi1...iNc → εj1...jNc U i1
j1 · · ·U

iNc
jNc

= det U · εi1...iNc = εi1...iNc (A.4)

(they are the colour structures of baryons and antibaryons).
Infinitesimal transformations are given by

U = 1 + iαata , (A.5)

where αa are infinitesimal real parameters, and ta are called generators (of the fundamental
representation). They have the following properties:

U+U = 1 + iαa (ta − (ta)+) = 1 ⇒ (ta)+ = ta ,

det U = 1 + iαa Tr ta = 1 ⇒ Tr ta = 0 ,
(A.6)

and are normalized by
Tr tatb = TF δ

ab ; (A.7)

usually, TF = 1/2 is used, but we shall not specialize it. The space of unitary matrices is
N2

c -dimensional, and that of traceless unitary matrices — (N2
c −1)-dimensional. Therefore,

there are N2
c − 1 generators ta which form a basis of this space. Their commutators are i

times unitary traceless matrices, therefore,

[ta, tb] = ifabctc , (A.8)

where fabc are real constants.
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The quantities
Aa = q+taq′

transform as
Aa → q+U+taUq′ = UabAb ; (A.9)

this is the adjoint representation. It is defined by

U+taU = Uabtb , (A.10)

and hence

Uab =
1

TF
Tr U+taUtb . (A.11)

The components (ta)i
j are some fixed numbers; in other words, they form an invariant

tensor (see (A.10)):
(ta)i

j → UabU i
k(t

b)k
l(U

+)l
j = (ta)i

j . (A.12)

For an infinitesimal transformation,

Aa → q+(1 − iαctc)ta(1 + iαctc)q′ = q+(ta + iαcifacbtb)q′ ,

so that
Uab = δab + iαc(tc)ab , (A.13)

where the generators in the adjoint representation are

(tc)ab = ifacb . (A.14)

As for any representation, these generators satisfy the commutation relation

(ta)dc(tb)ce − (tb)dc(ta)ce = ifabc(tc)de ; (A.15)

it follows from the Jacobi identity

[ta, [tb, td]] + [tb, [td, ta]] + [td, [ta, tb]] = 0

=
(

if bdciface + ifdacif bce + ifabcifdce
)

te .

It is very convenient to do colour calculations in graphical form [4]. Quark lines mean
δi
j , gluon lines mean δab, and quark-gluon vertices mean (ta)i

j. There is no need to invent
names for indices; it is much easier to see which indices are contracted — they are connected
by a line. Here are the properties of the generators ta which we already know:

Tr 1 = Nc or = Nc ,

Tr ta = 0 or = 0 ,

Tr tatb = TF δab or = TF .

(A.16)
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CHAPTER 1.

j

a

a

a

b

b

b

p

p

p

p

p

µ ν

q r

a, α

b, β c, γ

µ, a

µ, a≡ ∆a b
g, µν (p) = δa b ∆γ, µν (p)

≡ ∆a b
j (p) = δa b ∆j (p)

≡ ∆a b (p) = δa b i
p2

≡ Γa, b, c
α, β, γ (p, q, r) = −igs (F a)bc Vα, β, γ (p, q, r) p + q + r = 0

Vα, β, γ (p, q, r) = (p − q)γ gαβ + (q − r)α gβγ + (r − p)β gαγ

≡ Γa,b,c,d
α, β, γ, δ

≡ Γµ, a
gqq̄ = −igS taγµ

≡ Γµ, a
gηη̄ = −igS F a pµ

Basics of colour algebra

We now forget about all but the colour part of the Feynman rules and try first to develop
an efficient technique to compute the coefficients involving the colour structure. This is
possible because the colour degrees of freedom factorize from the other degrees of freedom
completely. We use the following graphical representation for the colour charges in the
fundamental representation:

a

k l

= (ta)kl.

The normalization of these matrices is given by

Tr
(
tatb
)
≡

a b
= TR δab ≡ TR.

The ususal choice is TR = 1
2 , but TR = 1 is also used often. We shall use both.

In the adjoint representation the colour charge T a is represented by the matrix (F a)bc
that is related to the structure constants by

b

a1

c(F a)bc =
(
F b
)
ca

= (F c)ab = −i fabc =

where F a with a = 1, . . . , (N2
c − 1) are

(
N2

c − 1
)
×
(
N2

c − 1
)

matrices which again satisfie
the commutation relation (1.1). The graphical notation in the adjoint representation is not
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Figure 4: Feynman diagrams for qLqR ! gg.

which is the well-known correct answer. In this case, the calculation gave directly
the simplified form of the expression that involves only angle brackets and no square
brackets.

The methods of this section can be generalized to massive external particles. For
the treatment of W and Z bosons, see Section 7. An e�cient formalism for the
treatment of massive fermions is presented in [16].

3 Color-ordered amplitudes

We could now apply this spinor product technology directly to QCD. However, it
will be useful first to spend a bit of e↵ort analyzing the color structure of QCD am-
plitudes. It is convenient to divide QCD amplitudes into irreducible, gauge-invariant
components of definite color structure. We will see that it is most straightforward to
compute these objects separately and then recombine them to obtain the full QCD
results.

3.1 qq ! gg

Begin with the process qLqR ! gg. This is similar to the process e

+
e

� ! ��

analyzed in the previous section, except that now there are three diagrams, as shown
in Fig. 4, including one with a 3-gluon vertex. With the numbering of external states
as in the figure and all momenta outgoing, the value of the amplitude is

iM = (ig)2h1
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s12
t

a
t

b
� · ✏(3) + � · ✏(3) i(1 + 3)

s13
t

b
t

a
� · ✏(2)

)

4]

+(ig)(�gf

abc
t

c)
�i

s14
h1��4] ·

✓
✏(2) · ✏(3)(2� 3)�
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◆
. (45)

13

Figure 4: Feynman diagrams for qLqR ! gg.

which is the well-known correct answer. In this case, the calculation gave directly
the simplified form of the expression that involves only angle brackets and no square
brackets.

The methods of this section can be generalized to massive external particles. For
the treatment of W and Z bosons, see Section 7. An e�cient formalism for the
treatment of massive fermions is presented in [16].

3 Color-ordered amplitudes

We could now apply this spinor product technology directly to QCD. However, it
will be useful first to spend a bit of e↵ort analyzing the color structure of QCD am-
plitudes. It is convenient to divide QCD amplitudes into irreducible, gauge-invariant
components of definite color structure. We will see that it is most straightforward to
compute these objects separately and then recombine them to obtain the full QCD
results.

3.1 qq ! gg

Begin with the process qLqR ! gg. This is similar to the process e

+
e

� ! ��

analyzed in the previous section, except that now there are three diagrams, as shown
in Fig. 4, including one with a 3-gluon vertex. With the numbering of external states
as in the figure and all momenta outgoing, the value of the amplitude is

iM = (ig)2h1
(

� · ✏(2) i(1 + 2)

s12
t

a
t

b
� · ✏(3) + � · ✏(3) i(1 + 3)

s13
t

b
t

a
� · ✏(2)

)

4]

+(ig)(�gf

abc
t

c)
�i

s14
h1��4] ·

✓
✏(2) · ✏(3)(2� 3)�

+✏�(3)(2 · 3 + 2) · ✏(2) + ✏�(2)(�2 · 2� 3) · ✏(3)
◆
. (45)

13

Figure 4: Feynman diagrams for qLqR ! gg.

which is the well-known correct answer. In this case, the calculation gave directly
the simplified form of the expression that involves only angle brackets and no square
brackets.

The methods of this section can be generalized to massive external particles. For
the treatment of W and Z bosons, see Section 7. An e�cient formalism for the
treatment of massive fermions is presented in [16].

3 Color-ordered amplitudes

We could now apply this spinor product technology directly to QCD. However, it
will be useful first to spend a bit of e↵ort analyzing the color structure of QCD am-
plitudes. It is convenient to divide QCD amplitudes into irreducible, gauge-invariant
components of definite color structure. We will see that it is most straightforward to
compute these objects separately and then recombine them to obtain the full QCD
results.

3.1 qq ! gg

Begin with the process qLqR ! gg. This is similar to the process e

+
e

� ! ��

analyzed in the previous section, except that now there are three diagrams, as shown
in Fig. 4, including one with a 3-gluon vertex. With the numbering of external states
as in the figure and all momenta outgoing, the value of the amplitude is

iM = (ig)2h1
(

� · ✏(2) i(1 + 2)

s12
t

a
t

b
� · ✏(3) + � · ✏(3) i(1 + 3)

s13
t

b
t

a
� · ✏(2)

)

4]

+(ig)(�gf

abc
t

c)
�i

s14
h1��4] ·

✓
✏(2) · ✏(3)(2� 3)�

+✏�(3)(2 · 3 + 2) · ✏(2) + ✏�(2)(�2 · 2� 3) · ✏(3)
◆
. (45)

13

Figure 4: Feynman diagrams for qLqR ! gg.

which is the well-known correct answer. In this case, the calculation gave directly
the simplified form of the expression that involves only angle brackets and no square
brackets.

The methods of this section can be generalized to massive external particles. For
the treatment of W and Z bosons, see Section 7. An e�cient formalism for the
treatment of massive fermions is presented in [16].

3 Color-ordered amplitudes

We could now apply this spinor product technology directly to QCD. However, it
will be useful first to spend a bit of e↵ort analyzing the color structure of QCD am-
plitudes. It is convenient to divide QCD amplitudes into irreducible, gauge-invariant
components of definite color structure. We will see that it is most straightforward to
compute these objects separately and then recombine them to obtain the full QCD
results.

3.1 qq ! gg

Begin with the process qLqR ! gg. This is similar to the process e

+
e

� ! ��

analyzed in the previous section, except that now there are three diagrams, as shown
in Fig. 4, including one with a 3-gluon vertex. With the numbering of external states
as in the figure and all momenta outgoing, the value of the amplitude is

iM = (ig)2h1
(

� · ✏(2) i(1 + 2)

s12
t

a
t

b
� · ✏(3) + � · ✏(3) i(1 + 3)

s13
t

b
t

a
� · ✏(2)

)

4]

+(ig)(�gf

abc
t

c)
�i

s14
h1��4] ·

✓
✏(2) · ✏(3)(2� 3)�

+✏�(3)(2 · 3 + 2) · ✏(2) + ✏�(2)(�2 · 2� 3) · ✏(3)
◆
. (45)

13

Figure 4: Feynman diagrams for qLqR ! gg.

which is the well-known correct answer. In this case, the calculation gave directly
the simplified form of the expression that involves only angle brackets and no square
brackets.

The methods of this section can be generalized to massive external particles. For
the treatment of W and Z bosons, see Section 7. An e�cient formalism for the
treatment of massive fermions is presented in [16].

3 Color-ordered amplitudes

We could now apply this spinor product technology directly to QCD. However, it
will be useful first to spend a bit of e↵ort analyzing the color structure of QCD am-
plitudes. It is convenient to divide QCD amplitudes into irreducible, gauge-invariant
components of definite color structure. We will see that it is most straightforward to
compute these objects separately and then recombine them to obtain the full QCD
results.

3.1 qq ! gg

Begin with the process qLqR ! gg. This is similar to the process e

+
e

� ! ��

analyzed in the previous section, except that now there are three diagrams, as shown
in Fig. 4, including one with a 3-gluon vertex. With the numbering of external states
as in the figure and all momenta outgoing, the value of the amplitude is

iM = (ig)2h1
(

� · ✏(2) i(1 + 2)

s12
t

a
t

b
� · ✏(3) + � · ✏(3) i(1 + 3)

s13
t

b
t

a
� · ✏(2)

)

4]

+(ig)(�gf

abc
t

c)
�i

s14
h1��4] ·

✓
✏(2) · ✏(3)(2� 3)�

+✏�(3)(2 · 3 + 2) · ✏(2) + ✏�(2)(�2 · 2� 3) · ✏(3)
◆
. (45)

13
In this formula, ta and t

b are the color SU(3) representation matrices coupling to
the gluons 2 and 3, respectively. The third diagram in Fig. 4 has a color structure
that can be brought into the forms seen in the first two diagrams by writing

� gf

abc
t

c = (ig) · ifabc
t

c = (ig)(tatb � t

b
t

a) . (46)

We will find it convenient to rescale the color matrices: T

a =
p
2ta, so that the T

a

are normalized to
tr[T a

T

b] = �

ab
. (47)

We can then write the amplitude in (45) in the form

iM = iM(1234) · T a
T

b + iM(1324) · T b
T

a
, (48)

with

iM(1234) = (
igp
2
)2

h1� · ✏(2) i(1 + 2)

s12
� · ✏(3)4]

+
�i

s23
h1��4][✏(2) · ✏(3)(2� 3)�

+✏�(3)(2 · 3 + 2) · ✏(2) + ✏�(2)(�2 · 2� 3) · ✏(3)] . (49)
In the second term of (48), M(1324) is given by the same expression with (2, ✏(2))
exchanged with (3, ✏(3)).

The elements iM are called color-ordered amplitudes. The complete helicity am-
plitudes such as (48) are gauge-invariant for any choice of helicities of the external
particles and for any Yang-Mills gauge group. The two color factors T a

T

b and T

b
T

a

are independent in any non-Abelian gauge group. Thus, the color-ordered amplitudes
must be separately gauge-invariant. This important observation means that we can
apply all of the simplifications discussed in the previous section to individual color-
ordered amplitudes. It will be much simpler to work with these objects rather than
with the full QCD amplitudes.

A consequence of this idea is that the individual color-ordered amplitudes should
obey the Ward identity. It is not di�cult to verify this for (49). Replace ✏(2) by the
four-vector 2, and use the properties that the external momenta are lightlike, that
h1 and 4] satisfy the Dirac equation, and that 3 · ✏(3) = 0. Then all terms in the
resulting expression cancel.

Other QCD amplitudes can also be reduced to color-ordered structures. Another
case that will be important for us is the 4-gluon amplitude shown in Fig. 5. This
amplitude can be written in the form

iM = iM(1234) · tr[T a
T

b
T

c
T

d] + iM(1243) · tr[T a
T

b
T

d
T

c]

+iM(1324) · tr[T a
T

c
T

b
T

d] + iM(1342) · tr[T a
T

c
T

d
T

b]

+iM(1423) · tr[T a
T

d
T

b
T

c] + iM(1432) · tr[T a
T

d
T

c
T

b] . (50)
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Figure 8: Feynman diagrams contributing to the first color-ordered amplitude in qq ! gg.

Figure 9: Feynman diagrams contributing to the first color-ordered amplitude in gg ! gg.
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With some e↵ort, you can show that this expression obeys the Ward identity. That
demonstrates explicitly that this color component is independently gauge-invariant,
as required.

4 MHV amplitudes

Now that we have reduced the qqgg and gggg QCD amplitudes to managable
components, it is time to evalute these expressions. We will see that the values we
find fall into surprisingly simple forms.
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j

a

a

a

b

b

b

p

p

p

p

p

µ ν

q r

a, α

b, β c, γ

µ, a

µ, a≡ ∆a b
g, µν (p) = δa b ∆γ, µν (p)

≡ ∆a b
j (p) = δa b ∆j (p)

≡ ∆a b (p) = δa b i
p2

≡ Γa, b, c
α, β, γ (p, q, r) = −igs (F a)bc Vα, β, γ (p, q, r) p + q + r = 0

Vα, β, γ (p, q, r) = (p − q)γ gαβ + (q − r)α gβγ + (r − p)β gαγ

≡ Γa,b,c,d
α, β, γ, δ

≡ Γµ, a
gqq̄ = −igS taγµ

≡ Γµ, a
gηη̄ = −igS F a pµ

Basics of colour algebra

We now forget about all but the colour part of the Feynman rules and try first to develop
an efficient technique to compute the coefficients involving the colour structure. This is
possible because the colour degrees of freedom factorize from the other degrees of freedom
completely. We use the following graphical representation for the colour charges in the
fundamental representation:

a

k l

= (ta)kl.

The normalization of these matrices is given by

Tr
(
tatb
)
≡

a b
= TR δab ≡ TR.

The ususal choice is TR = 1
2 , but TR = 1 is also used often. We shall use both.

In the adjoint representation the colour charge T a is represented by the matrix (F a)bc
that is related to the structure constants by

b

a1

c(F a)bc =
(
F b
)
ca

= (F c)ab = −i fabc =

where F a with a = 1, . . . , (N2
c − 1) are

(
N2

c − 1
)
×
(
N2

c − 1
)

matrices which again satisfie
the commutation relation (1.1). The graphical notation in the adjoint representation is not

9

1.3. QUANTUM CHROMODYNAMICS

unique. For the matrix (F a)bc we assume an arrow pointing from index c to b, opposite
to which we read the indices of (F a). On the structure constans the indices are not dis-
tingushed, therefore arrow do not appear. However, these are completely antisymmetric in
their indices, therefore, the ordering matters. By convention, in the graphical representa-
tion, the ordering of the indices is anticlockwise. The representation matrices are invariant
under SU(N) transformations.

The sums
∑

a taijt
a
jk and Tr

(
F aF b

)
have two free indices in the fundamental and adjoint

representation, respectively. These are invariant under SU(N) transformations, therefore,
must be proportional to the unit matrix,

a

aa

b

∑
a taijt

a
jk ≡

Tr
(
F aF b

)
≡

i

ii jj

k

kk
= CF

= CA

= CF δik

= CA δab

where CF and CA are the eigenvalues of the quadratic Casimir operator in the fundamental,
respectively adjoint, representation. In the familiar case of angular momentum operator
algebra (SU(2)), the quadratic Casimir operator is the square of the angular momentum
with eigenvalues j(j + 1). The fundamental representation is two dimensional, realized
by the (half of the) Pauli matrices acting on two-component spinors, when j = 1/2 and
CF = 1/2(1/2+1) = 3/4. In the adjoint representation j = 1 and CA = 2. Below we derive
the corrseponding values for general SU(N).

The commutation relation (1.1) can be represented graphically by

aaa bbb

cT aT b − T bT a = i fabc T c = (F c)ba T c = − =

Adding another gluon and multiplying with δik we obtain:

aaa

a a a

bbb

b b b

ccc

c c c

iii kkk

−

−

= TR

=

/
· δik

Tr
(
tatbtc

)
− Tr

(
tctbta

)
= (F c)ba = ifabc

The expression
∑

a taijt
a
kl is invariant under SU(N) transformations, therefore has to be

expressible as a linear combination of δilδkj and δijδkl (the third combination of Kronecker
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The quantities
Aa = q+taq′

transform as
Aa → q+U+taUq′ = UabAb ; (A.9)

this is the adjoint representation. It is defined by

U+taU = Uabtb , (A.10)

and hence

Uab =
1

TF
Tr U+taUtb . (A.11)

The components (ta)i
j are some fixed numbers; in other words, they form an invariant

tensor (see (A.10)):
(ta)i

j → UabU i
k(t

b)k
l(U

+)l
j = (ta)i

j . (A.12)

For an infinitesimal transformation,

Aa → q+(1 − iαctc)ta(1 + iαctc)q′ = q+(ta + iαcifacbtb)q′ ,

so that
Uab = δab + iαc(tc)ab , (A.13)

where the generators in the adjoint representation are

(tc)ab = ifacb . (A.14)

As for any representation, these generators satisfy the commutation relation

(ta)dc(tb)ce − (tb)dc(ta)ce = ifabc(tc)de ; (A.15)

it follows from the Jacobi identity

[ta, [tb, td]] + [tb, [td, ta]] + [td, [ta, tb]] = 0

=
(

if bdciface + ifdacif bce + ifabcifdce
)

te .

It is very convenient to do colour calculations in graphical form [4]. Quark lines mean
δi
j , gluon lines mean δab, and quark-gluon vertices mean (ta)i

j. There is no need to invent
names for indices; it is much easier to see which indices are contracted — they are connected
by a line. Here are the properties of the generators ta which we already know:

Tr 1 = Nc or = Nc ,

Tr ta = 0 or = 0 ,

Tr tatb = TF δab or = TF .

(A.16)
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There is a simple and systematic method for calculation of colour factors — Cvitanović
algorithm [4]. Now we are going to derive its main identity. The tensor (ta)i

j(ta)k
l is

invariant, because (ta)i
j is invariant. It can be expressed via δi

j , the only independent
invariant tensor with fundamental-representation indices (it is clear that εi1...iNc and εi1...iNc

cannot appear in this expression, except the case Nc = 2; in this case εikεjl can appear,
but it is expressible via δi

j). The general form of this expression is

(ta)i
j(t

a)k
l = a

[

δi
lδ

k
j − bδi

jδ
k
l

]

, (A.17)

or graphically

= a

[

− b

]

, (A.18)

where a and b are some unknown coefficients. If we multiply (A.17) by δj
i ,

(ta)i
i(t

a)k
l = 0 = a

[

δk
l − bNcδ

k
l

]

,

i. e., close the upper line in (A.18),

= a









− b









= 0 ,

we obtain

b =
1

Nc
.

If we multiply (A.17) by (tb)j
i,

(tb)j
i(t

a)i
j(t

a)k
l = TF (ta)k

l = a

[

(tb)k
l −

1

Nc
(tb)i

iδ
k
l

]

,

i. e., close the upper line in (A.18) onto a gluon,

= a















−
1

Nc















= TF ,

we obtain
a = TF .

The final result is

(ta)i
j(t

a)k
l = TF

[

δi
lδ

k
j −

1

Nc
δi
jδ

k
l

]

, (A.19)
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or graphically

= TF

[

−
1

Nc

]

. (A.20)

This identity allows one to eliminate a gluon exchange in a colour diagram: such an
exchange is replaced by the exchange of a quark–antiquark pair, from which its colour-
singlet part is subtracted.

It can be also rewritten as

=
1

TF

[

+
1

Nc

]

, (A.21)

or

q′iq+
j =

1

TF

[

(q+taq′)(ta)i
j +

1

Nc
(q+q′)δi

j

]

. (A.22)

This shows that the product of the fundamental representation and its conjugate is re-
ducible: it reduces to the sum of two irreducible ones, the adjoint representation and the
trivial one. In other words, the state of a quark–antiquark pair with some fixed colours is
a superposition of the colour-singlet and the colour-adjoint states.

The Cvitanović algorithm consists of elimination gluon exchanges (A.20) and using
simple rules (A.16). Let’s consider a simple application: counting gluon colours. Their
number is

Ng = =
1

TF
=

1

TF

= −
1

Nc
= N2

c − 1 ,

as we already know.
Now we consider a very important example:

= TF







−
1

Nc







= TF

(

Nc −
1

Nc

)

.

The result is

= CF or tata = CF , (A.23)
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where the Casimir operator in the fundamental representation is

CF = TF

(

Nc −
1

Nc

)

. (A.24)

Colour diagrams can contain one more kind of elements: 3–gluon vertices ifabc. The
definition (A.8) when written graphically is

= − . (A.25)

Let’s close the quark line onto a gluon:

= − .

Therefore,

=
1

TF







−







. (A.26)

This is the final rule of the Cvitanović algorithm: elimination of 3–gluon vertices.
The commutation relation (A.15) can be rewritten graphically, similarly to (A.25):

= − . (A.27)

Sometimes it is easier to use this relation than to follow the Cvitanović algorithm faithfully.
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A Colour factors

Here we shall discuss how to calculate colour diagrams for SU(Nc) colour group (in the
Nature, quarks have Nc = 3 colours). For more details, see [4].

Elements of SU(Nc) are complex Nc × Nc matrices U which are unitary (U+U = 1)
and have det U = 1. Complex Nc-component column vectors qi transforming as

q → Uq or qi → U i
jq

j (A.1)

form the space in which the fundamental representation operates. Complex conjugate row
vectors q+

i = (qi)∗ transform as

q+ → q+U+ or q+
i → q+

j (U+)j
i where (U+)j

i =
(

U i
j

)∗
; (A.2)

this is the conjugated fundamental representation. The scalar product is invariant: q+q′ →
q+U+Uq′ = q+q′. In other words,

δi
j → δk

l U i
k(U

+)l
j = U i

k(U
+)k

j = δi
j (A.3)

is an invariant tensor (it is the colour structure of a meson). The unit antisymmetric
tensors εi1...iNc and εi1...iNc

are also invariant:

εi1...iNc → εj1...jNc U i1
j1 · · ·U

iNc
jNc

= det U · εi1...iNc = εi1...iNc (A.4)

(they are the colour structures of baryons and antibaryons).
Infinitesimal transformations are given by

U = 1 + iαata , (A.5)

where αa are infinitesimal real parameters, and ta are called generators (of the fundamental
representation). They have the following properties:

U+U = 1 + iαa (ta − (ta)+) = 1 ⇒ (ta)+ = ta ,

det U = 1 + iαa Tr ta = 1 ⇒ Tr ta = 0 ,
(A.6)

and are normalized by
Tr tatb = TF δ

ab ; (A.7)

usually, TF = 1/2 is used, but we shall not specialize it. The space of unitary matrices is
N2

c -dimensional, and that of traceless unitary matrices — (N2
c −1)-dimensional. Therefore,

there are N2
c − 1 generators ta which form a basis of this space. Their commutators are i

times unitary traceless matrices, therefore,

[ta, tb] = ifabctc , (A.8)

where fabc are real constants.
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The quantities
Aa = q+taq′

transform as
Aa → q+U+taUq′ = UabAb ; (A.9)

this is the adjoint representation. It is defined by

U+taU = Uabtb , (A.10)

and hence

Uab =
1

TF
Tr U+taUtb . (A.11)

The components (ta)i
j are some fixed numbers; in other words, they form an invariant

tensor (see (A.10)):
(ta)i

j → UabU i
k(t

b)k
l(U

+)l
j = (ta)i

j . (A.12)

For an infinitesimal transformation,

Aa → q+(1 − iαctc)ta(1 + iαctc)q′ = q+(ta + iαcifacbtb)q′ ,

so that
Uab = δab + iαc(tc)ab , (A.13)

where the generators in the adjoint representation are

(tc)ab = ifacb . (A.14)

As for any representation, these generators satisfy the commutation relation

(ta)dc(tb)ce − (tb)dc(ta)ce = ifabc(tc)de ; (A.15)

it follows from the Jacobi identity

[ta, [tb, td]] + [tb, [td, ta]] + [td, [ta, tb]] = 0

=
(

if bdciface + ifdacif bce + ifabcifdce
)

te .

It is very convenient to do colour calculations in graphical form [4]. Quark lines mean
δi
j , gluon lines mean δab, and quark-gluon vertices mean (ta)i

j. There is no need to invent
names for indices; it is much easier to see which indices are contracted — they are connected
by a line. Here are the properties of the generators ta which we already know:

Tr 1 = Nc or = Nc ,

Tr ta = 0 or = 0 ,

Tr tatb = TF δab or = TF .

(A.16)
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where the Casimir operator in the fundamental representation is

CF = TF

(

Nc −
1

Nc

)

. (A.24)

Colour diagrams can contain one more kind of elements: 3–gluon vertices ifabc. The
definition (A.8) when written graphically is

= − . (A.25)

Let’s close the quark line onto a gluon:

= − .

Therefore,

=
1

TF







−







. (A.26)

This is the final rule of the Cvitanović algorithm: elimination of 3–gluon vertices.
The commutation relation (A.15) can be rewritten graphically, similarly to (A.25):

= − . (A.27)

Sometimes it is easier to use this relation than to follow the Cvitanović algorithm faithfully.
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= − . (A.27)

Sometimes it is easier to use this relation than to follow the Cvitanović algorithm faithfully.
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This is the final rule of the Cvitanović algorithm: elimination of 3–gluon vertices.
The commutation relation (A.15) can be rewritten graphically, similarly to (A.25):

= − . (A.27)

Sometimes it is easier to use this relation than to follow the Cvitanović algorithm faithfully.
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or graphically

= TF

[

−
1

Nc

]

. (A.20)

This identity allows one to eliminate a gluon exchange in a colour diagram: such an
exchange is replaced by the exchange of a quark–antiquark pair, from which its colour-
singlet part is subtracted.

It can be also rewritten as

=
1

TF

[

+
1

Nc

]

, (A.21)

or

q′iq+
j =

1

TF

[

(q+taq′)(ta)i
j +

1

Nc
(q+q′)δi

j

]

. (A.22)

This shows that the product of the fundamental representation and its conjugate is re-
ducible: it reduces to the sum of two irreducible ones, the adjoint representation and the
trivial one. In other words, the state of a quark–antiquark pair with some fixed colours is
a superposition of the colour-singlet and the colour-adjoint states.

The Cvitanović algorithm consists of elimination gluon exchanges (A.20) and using
simple rules (A.16). Let’s consider a simple application: counting gluon colours. Their
number is

Ng = =
1

TF
=

1

TF

= −
1

Nc
= N2

c − 1 ,

as we already know.
Now we consider a very important example:

= TF







−
1

Nc







= TF

(

Nc −
1

Nc

)

.

The result is

= CF or tata = CF , (A.23)
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There is a simple and systematic method for calculation of colour factors — Cvitanović
algorithm [4]. Now we are going to derive its main identity. The tensor (ta)i

j(ta)k
l is

invariant, because (ta)i
j is invariant. It can be expressed via δi

j , the only independent
invariant tensor with fundamental-representation indices (it is clear that εi1...iNc and εi1...iNc

cannot appear in this expression, except the case Nc = 2; in this case εikεjl can appear,
but it is expressible via δi

j). The general form of this expression is

(ta)i
j(t

a)k
l = a

[

δi
lδ

k
j − bδi

jδ
k
l

]

, (A.17)

or graphically

= a

[

− b

]

, (A.18)

where a and b are some unknown coefficients. If we multiply (A.17) by δj
i ,

(ta)i
i(t

a)k
l = 0 = a

[

δk
l − bNcδ

k
l

]

,

i. e., close the upper line in (A.18),

= a









− b









= 0 ,

we obtain

b =
1

Nc
.

If we multiply (A.17) by (tb)j
i,

(tb)j
i(t

a)i
j(t

a)k
l = TF (ta)k

l = a

[

(tb)k
l −

1

Nc
(tb)i

iδ
k
l

]

,

i. e., close the upper line in (A.18) onto a gluon,

= a















−
1

Nc















= TF ,

we obtain
a = TF .

The final result is

(ta)i
j(t

a)k
l = TF

[

δi
lδ

k
j −

1

Nc
δi
jδ

k
l

]

, (A.19)
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and contracted pairs of structure constants fabef cde for each pure gluon four-
vertex. The gluon and quark propagators contract many of the indices together
with δab, δ ̄

i factors. We want to first identify all the different types of color
factors (or “color structures”) that can appear in a given amplitude, and then
find rules for constructing the kinematic coefficients of each color structure,
which are called sub-amplitudes or partial amplitudes.

The general color structure of the amplitudes can be exposed if we first
eliminate the structure constants fabc in favor of the T a’s, using

fabc = −
i√
2

(

Tr
(

T aT bT c
)

− Tr
(

T aT cT b
)

)

, (1)

which follows from the definition of the structure constants. At this stage we
have a large number of traces, many sharing T a’s with contracted indices, of the
form Tr

(

. . . T a . . .
)

Tr
(

. . . T a . . .
)

. . . Tr
(

. . .). If external quarks are present,
then in addition to the traces there will be some strings of T a’s terminated
by fundamental indices, of the form (T a1 . . . T am) ı̄1

i2
. To reduce the number of

traces and strings we “Fierz rearrange” the contracted T a’s, using

(T a) ̄1
i1

(T a) ̄2
i2

= δ ̄2
i1

δ ̄1
i2

−
1

Nc
δ ̄1
i1

δ ̄2
i2

, (2)

where the sum over a is implicit.
Equation 2 is just the statement that the SU(Nc) generators T a form the

complete set of traceless hermitian Nc ×Nc matrices. The −1/Nc term imple-
ments the tracelessness condition. (To see this, contract both sides of Eq. 2
with δ i1

̄1 .) It is often convenient to consider also U(Nc) = SU(Nc) × U(1)
gauge theory. The additional U(1) generator is proportional to the identity
matrix,

(T aU(1)) ̄
i =

1√
Nc

δ ̄
i ; (3)

when this is added back the U(Nc) generators obey Eq. 2 without the −1/Nc

term. The auxiliary U(1) gauge field is often called the photon, because it is
colorless (it commutes with SU(Nc), faU(1)bc = 0, for all b, c) and therefore it
does not couple directly to gluons; however, quarks carry charge under it. (Its
coupling strength has to be readjusted from QCD to QED strength for it to
represent a real photon.)

The color algebra can easily be carried out diagrammatically.8 Starting
with any given Feynman diagram, one interprets it as just the color factor for
the full diagram, and then makes the two substitutions, Eqs. 1 and 2, which
are represented diagrammatically in Fig. 1. In Fig. 2 we use these steps to
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In this formula, ta and t

b are the color SU(3) representation matrices coupling to
the gluons 2 and 3, respectively. The third diagram in Fig. 4 has a color structure
that can be brought into the forms seen in the first two diagrams by writing

� gf

abc
t

c = (ig) · ifabc
t

c = (ig)(tatb � t

b
t

a) . (46)

We will find it convenient to rescale the color matrices: T

a =
p
2ta, so that the T

a

are normalized to
tr[T a

T

b] = �

ab
. (47)

We can then write the amplitude in (45) in the form

iM = iM(1234) · T a
T

b + iM(1324) · T b
T

a
, (48)

with

iM(1234) = (
igp
2
)2

h1� · ✏(2) i(1 + 2)

s12
� · ✏(3)4]

+
�i

s23
h1��4][✏(2) · ✏(3)(2� 3)�

+✏�(3)(2 · 3 + 2) · ✏(2) + ✏�(2)(�2 · 2� 3) · ✏(3)] . (49)
In the second term of (48), M(1324) is given by the same expression with (2, ✏(2))
exchanged with (3, ✏(3)).

The elements iM are called color-ordered amplitudes. The complete helicity am-
plitudes such as (48) are gauge-invariant for any choice of helicities of the external
particles and for any Yang-Mills gauge group. The two color factors T a

T

b and T

b
T

a

are independent in any non-Abelian gauge group. Thus, the color-ordered amplitudes
must be separately gauge-invariant. This important observation means that we can
apply all of the simplifications discussed in the previous section to individual color-
ordered amplitudes. It will be much simpler to work with these objects rather than
with the full QCD amplitudes.

A consequence of this idea is that the individual color-ordered amplitudes should
obey the Ward identity. It is not di�cult to verify this for (49). Replace ✏(2) by the
four-vector 2, and use the properties that the external momenta are lightlike, that
h1 and 4] satisfy the Dirac equation, and that 3 · ✏(3) = 0. Then all terms in the
resulting expression cancel.

Other QCD amplitudes can also be reduced to color-ordered structures. Another
case that will be important for us is the 4-gluon amplitude shown in Fig. 5. This
amplitude can be written in the form

iM = iM(1234) · tr[T a
T

b
T

c
T

d] + iM(1243) · tr[T a
T

b
T

d
T

c]

+iM(1324) · tr[T a
T

c
T

b
T

d] + iM(1342) · tr[T a
T

c
T

d
T

b]

+iM(1423) · tr[T a
T

d
T

b
T

c] + iM(1432) · tr[T a
T

d
T

c
T

b] . (50)
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Figure 5: Feynman diagrams for gg ! gg.

Figure 6: The four gluon vertex of QCD.

I have used the cyclic invariance of the trace to move T

a to the front in each trace.
Then there are 3! = 6 possible traces, all of which should be included. For a su�ciently
large SU(N) gauge group, all of these traces are independent; thus, each coe�cient
is a gauge-invariant structure. As in the case of qqgg, these coe�cients are given by
a single function evaluated with di↵erent permutations of the external momenta.

To write the four diagrams in Fig. 5 as a sum of color structures, we need to
convert color factors in the 3- and 4-gluon vertices into products of T a matrices. For
the 3-gluon vertex, this is done through (46), or, by the use of (47), through

� gf

abc =
igp
2
tr[T a

T

b
T

c � T

a
T

c
T

b] . (51)

For the 4-gluon vertex, we need to apply this decomposition twice. The textbook
form of the 4-gluon vertex is shown in Fig. 6. Each term can be manipulated as
follows

� ig

2
f

abe
f

cde = i

g

2

2
tr([T a

, T

b][T c
, T

d])

= i

g

2

2
tr(T a

T

b
T

c
T

d � T

a
T

b
T

d
T

c � T

b
T

a
T

c
T

d + T

b
T

a
T

d
T

c) (52)

The full 4-gluon vertex can then be rearranged into

i

g

2

2
tr(T a

T

b
T

c
T

d)[2gµ�g⌫� � g

µ⌫
g

�� � g

µ�
g

⌫�] (53)
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Figure 7: Color-ordered Feynman rules for QCD.

plus 5 more terms corresponding to the other 5 color structures in (50).

These vertices in the form of traces over T a’s can be contracted using the identity
for SU(N) generators

T

a
ijT

a
k` = �i`�kj � 1

N

�ij�k` . (54)

The coe�cients in this equation are determined by the normalization (47), with �

aa =
N

2 � 1, the number of generators of SU(N), and by the requirement that trT a = 0.
Using this identity, a product of traces can be transformed into a single trace plus
smaller factors, for example,

tr[T a
A]tr[T a

B] = trAB � 1

N

tr[A]tr[B] . (55)

Using these methods, the value of a Feynman diagram is naturally organized as a
sum of color-ordered terms. The individual color-ordered amplitudes are computed
with color-ordered Feynman rules, shown in Fig. 7.

Using these rules applied to the two diagrams in Fig. 8, it is easy to rederive the
color-ordered amplitude (49).

As an example, I will compute the color-ordered amplitude M(1234) that is used
to build up the four-gluon amplitude. Of the four Feynman diagrams in Fig. 5, only
the three diagrams shown in Fig. 9 contribute to this color-ordered component. Here
and in the rest of the lectures, the color-ordered amplitudes in the figures will be
ordered clockwise. Using the Feynman rules in Fig. 7, we find

iM(1234) = (
igp
2
)2
�i

s14
[✏(4) · ✏(1)(4� 1)� + ✏

�(1)(2 1 + 4) · ✏(4) + ✏

�(4)(�2 4� 1) · ✏(1)]

16



Figure 7: Color-ordered Feynman rules for QCD.

plus 5 more terms corresponding to the other 5 color structures in (50).

These vertices in the form of traces over T a’s can be contracted using the identity
for SU(N) generators

T

a
ijT

a
k` = �i`�kj � 1

N

�ij�k` . (54)

The coe�cients in this equation are determined by the normalization (47), with �

aa =
N

2 � 1, the number of generators of SU(N), and by the requirement that trT a = 0.
Using this identity, a product of traces can be transformed into a single trace plus
smaller factors, for example,

tr[T a
A]tr[T a

B] = trAB � 1

N

tr[A]tr[B] . (55)

Using these methods, the value of a Feynman diagram is naturally organized as a
sum of color-ordered terms. The individual color-ordered amplitudes are computed
with color-ordered Feynman rules, shown in Fig. 7.

Using these rules applied to the two diagrams in Fig. 8, it is easy to rederive the
color-ordered amplitude (49).

As an example, I will compute the color-ordered amplitude M(1234) that is used
to build up the four-gluon amplitude. Of the four Feynman diagrams in Fig. 5, only
the three diagrams shown in Fig. 9 contribute to this color-ordered component. Here
and in the rest of the lectures, the color-ordered amplitudes in the figures will be
ordered clockwise. Using the Feynman rules in Fig. 7, we find

iM(1234) = (
igp
2
)2
�i

s14
[✏(4) · ✏(1)(4� 1)� + ✏

�(1)(2 1 + 4) · ✏(4) + ✏

�(4)(�2 4� 1) · ✏(1)]

16

Figure 8: Feynman diagrams contributing to the first color-ordered amplitude in qq ! gg.

Figure 9: Feynman diagrams contributing to the first color-ordered amplitude in gg ! gg.

·[✏(2) · ✏(3)(2� 3)� + ✏�(3)(2 3 + 2) · ✏(2) + ✏�(2)(�2 2� 3) · ✏(3)]
+
�i

s12
[✏(1) · ✏(2)(1� 2)� + ✏

�(2)(2 2 + 1) · ✏(1) + ✏

�(1)(�2 1� 2) · ✏(2)]
·[✏(3) · ✏(4)(3� 4)� + ✏�(4)(2 4 + 3) · ✏(3) + ✏�(3)(�2 3� 4) · ✏(2)]

+(�i)[2✏(1) · ✏(3) ✏(2) · ✏(4)� ✏(1) · ✏(2) ✏(3) · ✏(4)� ✏(1) · ✏(4) ✏(2) · ✏(3)]
�
. (56)

With some e↵ort, you can show that this expression obeys the Ward identity. That
demonstrates explicitly that this color component is independently gauge-invariant,
as required.

4 MHV amplitudes

Now that we have reduced the qqgg and gggg QCD amplitudes to managable
components, it is time to evalute these expressions. We will see that the values we
find fall into surprisingly simple forms.
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components, it is time to evalute these expressions. We will see that the values we
find fall into surprisingly simple forms.
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CHAPTER 1.

Moreover:

ε±µ (p, k) =
(
ε∓µ (p, k)

)∗
(1.41)

ε±µ (p, k) pµ = ε±µ (p, k) kµ = 0 (1.42)

ε+µ (p, k) ε−ν (p, k) + ε−µ (p, k) ε+ν (p, k) = dµν (p, k) (1.43)

εh (pi, k) · εh (pj, k) = 0 with h = +,− (1.44)

εh (pi, k) · ε−h (pj, pi) = 0 with h = +,− (1.45)

/εh (pi, pj)
∣∣∣ph

j

〉
= 0 with h = +,− (1.46)

〈
ph

j

∣∣∣ /ε−h (pi, pj) = 0 with h = +,− (1.47)

Feynman rules for colour subamplitudes (for massless fermions)

We introduce the following notation:

• external outgoing fermion of momentum p, helicity ±: 〈p±|,

• external outgoing antifermion of momentum p, helicity ±: |p∓〉,

• external outgoing vector of momentum p, reference k, helicity ±: ε±µ (p, k) = ± 〈p±|γµ|k±〉√
2〈k∓|p±〉 .

The fermion propagator of momentum p in the direction of the fermion arrow is −i /p
p2 . The

vector propagator of momentum p is: − i
p2 gµν .

Γµ
gqq̄ = i

gs√
2
γµ the factor of

√
2 is due to TR = 1. (1.48)

Γαβγ (p, q, r) = i
gs√
2
Vαβγ (p, q, r) all incoming momenta (1.49)

Γαβγδ = i
g2
s

2
(2gαγgβδ − gαδgβγ − gαβgγδ) (1.50)

A simple application of the helicity formalism

We now compute the leading order contribution to the process e+e− → µ+µ− using the
helicity formalism. Although it is not a physical choice, we consider the following crossing
invariant kinematic configuration which is useful for obtaining the squared matrix element
in either the annihilation or in the scattering channels:

0µ → pµ
1 + pµ

2 + pµ
4 + pµ

5 . (1.51)

As for the labelling convention, we anticipate further use of the result, when it will become
clear. There is only one Feynman graph:

e−

p1
e+

p2

s

p5

p4 q

q̄
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For this choice of reference vectors,

✏(2) · ✏(3) = 0 , 2 · ✏(3) = 3 · ✏(2) = 0 . (63)

Then only the first line of (49) is nonzero. The value of this line is

iM =
�ig

2

2
(�1

2
)

22

h23i[32]
h12i[3(1 + 2)2i[34]

h12i[21]
= ig

2 h12i[31][34]
h23i[32][21] . (64)

Now multiply top and bottom by h12ih42i. After some rearrangements, all of the
square brackets cancel, and we find

iM = ig

2 h12i3h42i
h12ih23ih34ih41i . (65)

These results are very interesting. The qqgg amplitude vanishes when all of the
gluon helicities are identical. This followed in a very straightforward way from the
choice of reference vectors in (57). It is not hard to see that this method extends
to prove the vanishing of the amplitude for qq plus any number of positive helicity
gluons. Thus, for any number of gluons, the first nonvanishing tree amplitudes are
those with one negative helicity gluon and all other gluon helicities positive. These
amplitudes are called the maximally helicity violating or MHV amplitudes. In the
above examples, these amplitudes are built only from angle brackets, with no square
brackets, and have the form

iM(q�(1)g+(2) · · · g�(i) · · · g+(n� 1)q+(n)) = ig

n�2 h1ii3hnii
h12ih23i · · · h(n� 1)nihn1i ,

(66)
where i denotes the gluon with negative helicity. This formula is in fact correct for
all i, n. The complex conjugates of these amplitudes give the amplitudes for the case
of one positive helicity gluon and all other gluon helicities negative,

iM(q�(1)g�(2) · · · g+(i) · · · g�(n�1)q+(n)) = (�1)n�1
ig

n�2 [1i][ni]3

[12][23] · · · [(n� 1)n][n1]
.

(67)
I will give a proof of these formulae in Section 6.

4.2 Four-gluon amplitude

A very similar analysis can be applied to the four-gluon amplitude. Consider first
the case with all positive helicities. Choose the gluon polarization vectors so that the
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19same reference vector r is used in every case,

✏

µ(j) =
1p
2

hr�µ
j]

hrji . (68)

Then, for all i, j,
✏(i) · ✏(j) ⇠ hrri[ji] = 0 . (69)

By inspection of (56), every term contains at least one factor of ✏(i) · ✏(j). Thus, the
entire expression vanishes.

This argument is easily extended to the case with one negative helicity gluon. The
amplitude (56) is cyclically symmetric, so we can chose the gluon 1 to have negative
helicity without loss of generality. Then let

✏

µ(1) = � 1p
2

[2�µ1i
[21]

, ✏

µ(j) =
1p
2

h1�µ
j]

h1ji , (70)

for j = 2, 3, 4. Again, ✏(i) · ✏(j) = 0 for all i, j, and so the complete amplitude
vanishes.

It is not di�cult to see that these arguments carry over directly to the n-gluon
color-ordered amplitudes for any value of n. The tree amplitudes with all positive
helicities, or with one negative helicity and all of the rest positive, vanish. The
maximally helicity violating amplitudes are those with two negative and the rest
positive helicities.

It is worth noting that the vanishing of the amplitudes with zero or one negative
helicity, both for the qq+n gluon case and for the pure gluon amplitudes, is related to
supersymmetry. QCD is not a supersymmetric theory, but it is an orbifold reduction
of supersymmetric QCD. In supersymmetric QCD, these scattering amplitudes are
related by supersymmetry to amplitudes with four external fermions, which must
contain two negative helicities by helicity conservation along the two fermions lines.
A precise discussion of these points can be found in [3]. Note that these arguments
apply only to tree amplitudes. The forbidden amplitudes become nonzero at one loop
in a nonsupersymmetric theory.

For the 4-gluon amplitude, all that remains is to compute the color-ordered ampli-
tude in the case with two negative helicities. By the cyclic invariance of M, there are
only two cases, that in which the two negative helicities are adjacent and that in which
they are opposite. As an example of the first case, we can analyze iM(1�2�3+4+).
Choose the polarization vectors to be

✏

µ(1) = � 1p
2

[4�µ1i
[41]

✏

µ(2) = � 1p
2

[4�µ2i
[42]

✏

µ(3) =
1p
2

h1�µ3]

h13i ✏

µ(4) =
1p
2

h1�µ4]

h14i (71)
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With this choice, all scalar products of ✏’s are zero except for

✏(2) · ✏(3) = �1

2

2[43]h12i
[42]h13i = �h12i[43]

h13i[42] (72)

Looking back at (56), we see that the first and third lines are zero. In the second line,
the only nonzero term is the one that involves ✏(2) · ✏(3) and no other dot product of
✏’s. Thus,

iM = (
ig

2

2
)
�i

s34
(�4)✏(2) · ✏(3) 2 · ✏(1) 3 · ✏(4)

= �ig

2 h12i2[34]
h34i[41]h41i (73)

Multiplying top and bottom by h12i and rearranging terms in the denominator to
cancel out the square bracket factors, we find

iM(1�2�3+4+) = ig

2 h12i4
h12ih23ih34ih41i . (74)

Similarly, to evaluate iM(1�2+3�4+), choose the polarization vectors to be

✏

µ(1) = � 1p
2

[4�µ1i
[41]

✏

µ(2) =
1p
2

h1�µ2]

h12i
✏

µ(3) = � 1p
2

[4�µ3i
[43]

✏

µ(4) =
1p
2

h1�µ4]

h14i (75)

With this choice, all scalar products of ✏’s are zero except for

✏(2) · ✏(3) = �h13i[42]
h12i[43] (76)

Again, only the term that involves ✏(2)·✏(3) and no other dot product of ✏’s is nonzero.
The value of that term is again given by the first line of (73), which, in this case,
evaluates to

iM = �ig

2 h13i2[42]2
h34i[41]h41i[43] . (77)

Multiplying top and bottom by h13i2 and rearranging terms in the denominator to
cancel out the square brackets, we find

iM(1�2+3�4+) = ig

2 h13i4
h12ih23ih34ih41i . (78)
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Figure 10: Feynman diagrams for quark-quark scattering: (a) ud ! ud, (b) uu ! uu.

The form of (74) and (78) strongly suggests that the general form of an n-gluon
MHV amplitude is

iM(g+(1) · · · g�(i) · · · g�(j) · · · g+(n)) = ig

n�2 hiji4
h12ih23i · · · h(n� 1)nihn1i . (79)

The corresponding formula, exchanging positive and negative helicities, is

iM(g�(1) · · · g+(i) · · · g+(j) · · · g�(n)) = (�1)nign�2 [ij]4

[12][23] · · · [(n� 1)n][n1]
. (80)

I will give a proof of these formulae for all i, j, n in Section 6. The formula (79) was
discovered in 1986 by Parke and Taylor [17]. This was the original breakthrough that
gave the impetus for all of the work discussed in the latter sections of this review.

5 Parton-parton scattering

Before going deeper into the theory of the MHV formulae presented in the previ-
ous section, I will present a simple application of these formulae. The basic ingredient
for collider physics is the set of tree-level cross sections for parton-parton scattering.
These are straightforward to derive from the QCD Feynman rules, and yet the cal-
culations can be tedious for students. In a one-year course in quantum field theory,
this subject generally arises just at that point in the year when the professor’s family
needs a weeklong ski vacation. Thus, in the textbooks, the derivation of these formu-
lae is typically left as an exercise for the students without detailed explanation. In
this section, I will show that the MHV formulae make these derivations trivial.

5.1 Four-fermion processes

Begin with quark-quark scattering. For scattering of quarks of di↵erent flavor,
there is only one Feynman diagram, shown in Fig. 10(a). The value of this diagram
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81: Scattering in Quantum Chromodynamics 482

81 Scattering in Quantum Chromodynamics

Prerequisite: 60, 79, 80

In section 79, we found that the lagrangian for SU(N) Yang–Mills theory
in Gervais–Neveu gauge is

L = Tr
(
−1

2∂
µAν∂µAν − i

√
2g ∂µAνAνAµ + 1

4g2AµAνAµAν

)
, (81.1)

where Aµ(x) is a traceless hermitian N ×N matrix. For quantum chromo-
dynamics, N = 3, but we will leave N unspecified in our calculations. In
section 80, we worked out the color-ordered Feynman rules for a scalar ma-
trix field; the same technology applies here as well. In particular, we draw
each tree diagram in planar fashion (that is, with no crossed lines). Then
the cyclic, counterclockwise ordering i1 . . . in of the external lines fixes the
color factor as Tr(T ai1 . . . T ain), where the generator matrices are normal-
ized via Tr(T aT b) = δab. The tree-level n-gluon scattering amplitude is
then written as

T = gn−2
∑

noncyclic
perms

Tr(T a1 . . . T an)A(1, . . . , n) , (81.2)

where we have pulled out the coupling constant dependence, and A(1, . . . , n)
is a partial amplitude that we compute with the color-ordered Feynman
rules. The partial amplitudes are cyclically symmetric,

A(2, . . . , n, 1) = A(1, 2, . . . , n) . (81.3)

The sum in eq. (81.2) is over all noncyclic permutations of 1 . . . n, which is
equivalent to a sum over all permutations of 2 . . . n.

From the first term in eq. (81.1), we see that the gluon propagator is
simply

∆̃µν(k) =
gµν

k2 − iε
. (81.4)

Here we have left out the matrix indices since we have already accounted
for them with the color factor in eq. (81.2). The second and third terms
in eq. (81.1) yield three- and four-gluon vertices. The three-gluon vertex
factor (again without the matrix indices) is

iVµνρ(p, q, r) = i(−i
√

2g)(−ipρgµν)

+ [ 2 cyclic permutations of (µ,p), (ν,q), (ρ,r) ]

= −i
√

2g(pρgµν + qµgνρ + rνgρµ) , (81.5)
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+ [ 2 cyclic permutations of (µ,p), (ν,q), (ρ,r) ]

= −i
√

2g(pρgµν + qµgνρ + rνgρµ) , (81.5)

1 Identities for color ordered Amplitudes

1.1 Photondecoupling equation

If we have a look at the complete amplitude Atree
4 we have the following expan-

sion.

Atree
4 = g2

[

Tr(T 1T 2T 3T 4)A(1, 2, 3, 4) + Tr(T 1T 2T 4T 3)A(1, 2, 4, 3)
]

+g2
[

Tr(T 1T 3T 2T 4)A(1, 3, 2, 4) + Tr(T 1T 4T 2T 3)A(1, 4, 2, 3)
]

+g2
[

Tr(T 1T 3T 4T 2)A(1, 3, 4, 2) + Tr(T 1T 4T 3T 2)A(1, 4, 3, 2)
]

(1)

= g2A(1, 2, 3, 4)
[

Tr(T 1T 2T 3T 4) + Tr(T 1T 4T 3T 2)
]

+g2A(1, 4, 2, 3)
[

Tr(T 1T 4T 2T 3) + Tr(T 1T 3T 2T 4)
]

+g2A(1, 3, 4, 2)
[

Tr(T 1T 3T 4T 2) + Tr(T 1T 2T 4T 3)
]

(2)

Here we used the reflection identity A(1, 2, 3, 4) = A(4, 3, 2, 1) which corresponds
to a charge conjugation [1] and the cyclic property of the amplitude. The
composition in equation 2 also works for a group , where the U(1) corresponds
to a ’photon’. This can be seen by having a look at the field strength tensor

F a
µν = ∂µA

a
ν − ∂νA

a
µ − igfa

bcA
b
µA

c
ν (3)

with the generator form U(1). There will be no commutator for this generator
beacuse two SU(N) matrices can’t give us an identity matrix, since it is not
a memeber of SU(N). So for this generator we just have the abelian field
strength tensor, which doesn’t have any self interactions for the gauge bosons.
The next thing to note is that the pure Yang-Mills Lagrangian does not mix
Group generators. So it will split into a pure abelian and a pure non abelian
part. This means if we insert one of our ’photons’ in our amplitude it will vanish.
The only thing that will change are the number of generators the 1, 2, 3and4 are
running over. In order to derive the photon decoupling equation we will pick
now one of the generators to be U(1) and as we argue before we will demand
that our full amplitude must then vanish. (since the identical SU(N) doesn’t
have that part of the sum over generators)

0 = g2A(1, 2, 3, 4)
[

Tr(T 1T 2T 3) + Tr(T 1T 3T 2)
]

+g2A(1, 4, 2, 3)
[

Tr(T 1T 2T 3) + Tr(T 1T 3T 2)
]

+g2A(1, 3, 4, 2)
[

Tr(T 1T 3T 2) + Tr(T 1T 2T 3)
]

(4)

⇒ 0 = g2 (A(1, 2, 3, 4) +A(1, 4, 2, 3) +A(1, 3, 4, 2))
[

Tr(T 1T 2T 3) + Tr(T 1T 3T 2)
] (5)

the 2nd factor can be written as

Tr(T aT bT c + T aT cT b) = Tr(T a
{

T b, T c
}

) = dabc (6)

where dabc are also structure constants of SU(3) [4]. (careful doesn’t work for
SU(2)). For a full amplitude we will sum over all colors of our particles in the

2
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Before turning to this calculation, let us consider the problem of squar-
ing the total amplitude and summing over colors. Because the generator
matrices are traceless, we should (as we discussed in section 80) use the
completeness relation

(T a)i
j(T a)k

l = δi
lδk

j − 1
N δi

jδk
l . (81.30)

However, recall that the Yang–Mills field strength is

Fµν = ∂µAν − ∂νAµ − ig√
2
[Aµ,Aν ] . (81.31)

If we allow a generator matrix proportional to the identity, which corre-
sponds to a gauge group of U(N) rather than SU(N), then this extra U(1)
generator commutes with every other generator. Thus the U(1) field does
not appear in the commutator term in eq. (81.31). Since it is this commuta-
tor term that is responsible for the interaction of the gluons, the U(1) field
is a free field. Therefore, any scattering amplitude involving the associated
particle (which we will call the fictitious photon) must be zero. Thus, if we
write a scattering amplitude in the form of eq. (81.2), and replace one of
the T a’s with the identity matrix, the result must be zero.

This decoupling of the fictitious photon allows us to use the much simpler
completeness relation

(T a)i
j(T a)k

l = δi
lδk

j (81.32)

in place of eq. (81.30). There is no need to subtract the U(1) generator
from the sum over the generators, as we did in eq. (81.30), because the
terms involving it vanish anyway.

The decoupling of the fictitious photon is useful in another way. Let us
apply it to the case of n = 4, and set T a4 ∝ I in eq. (81.2). Then we have

0 = Tr(T a1T a2T a3)
[
A(1, 2, 3, 4) + A(1, 2, 4, 3) + A(1, 4, 2, 3)

]

+ Tr(T a1T a3T a2)
[
A(1, 3, 2, 4) + A(1, 3, 4, 2) + A(1, 4, 3, 2)

]
. (81.33)

The contents of each square bracket must vanish. Requiring this of the first
term yields

A(1, 2, 3, 4) = − A(1, 2, 4, 3) − A(1, 4, 2, 3) . (81.34)

Assigning some helicities, this reads

A(1−, 2+, 3−, 4+) = − A(1−, 2+, 4+, 3−) − A(1−, 4+, 2+, 3−) . (81.35)

Note that we have now expressed a partial amplitude with nonadjacent
negative helicities in terms of partial amplitudes with adjacent negative

adjoint representation. There might be some combinations, where the traces are
zero but the important thing is that there are some where they aren’t. Since
every combination has to vanish and the amplitudes are independent of the color
information the only way for this to happen is for the amplitudes to vanish.

There is a second way of deriving the photon decoupling equation where we
will already square the amplitude and therefor get rid of the tracestructure. If
we want to extend our gauge group from SU(N) to U(N) = SU(N) × U(1).
We need to add the extra U(1) generator. This would normally correspond
to a diffrent theory, but here we have a special case, since this U(1) generator
corresponds to the unit matrix it will commute with all the generators of SU(N).
This means that we can’t have a scattering amplitude involving this particle,
because the three and four point vertices are proportional to commutators of the
corresponding generators. Therefor this transsion can’t alter our final result.
First we should have a closer look at the two gauge groups. They have the
following completness relations (= we can build up any U(N) or SU(N) matrix
as a linear combination of the generators)

T a
jiT

a
lk = δilδkj (7)

for U(N) and

T a
jiT

a
lk = δilδkj −

1

N
δijδkl (8)

for SU(N). The extra term for SU(N) ensures the tracelessness condition and
corresponds to subtracting the U(1) generator. This can be seen if we multiply
the equation above by δij

T a
jiδjiT

a
lk = δilδjiδkj −

1

N
δijδjiδkl (9)

⇒ T a
jjT

a
lk = δjlδkj −

1

N
δjjδkl (10)

0 = δkl − δkl (11)

In the last line we used the tracelessness of T a and that δjj = N . With these
identites we can easily show that for SU(N)

Tr [T aT a] = T a
ijT

a
ji = δiiδjj −

1

N
δijδij = N2 − 1 (12)

which is also the number of generators. In a similar manner we find that

Tr [AT a]Tr [T aB] = AjiT
a
ijT

a
klBlk (13)

= Aji

(

δilδkj −
1

N
δijδkl

)

Blk (14)

= AkiBik −
1

N
AiiBkk (15)

= Tr [AB]−
1

N
Tr [A]Tr [B] (16)

3



Figure 3: A diagram for one-loop four-gluon scattering, reduced to single and double traces.

The An;1 are the more basic objects in Eq. 6, and are called primitive
amplitudes, because:
a. Like the tree partial amplitudes Atree

n in Eq. 4, they are color-ordered.
b. It turns out that the remaining An;c>1 can be generated7,9 as sums of
permutations of the An;1. (For amplitudes with external quarks as well as
gluons, the primitive amplitudes are not a subset of the partial amplitudes;
new color-ordered objects have to be defined.10)

One might worry that the color and helicity decompositions will lead to a
huge proliferation in the number of primitive/partial amplitudes that have to
be computed. Actually it is not too bad, thanks to symmetries such as parity —
which allows one to simultaneously reverse all helicities in an amplitude — and
charge conjugation — which allows one to exchange a quark and anti-quark,
or equivalently flip the helicity on a quark line. For example, using parity
and cyclic (Z5) symmetry, the five-gluon amplitude has only four independent
tree-level partial amplitudes:

Atree
5 (1+, 2+, 3+, 4+, 5+), Atree

5 (1−, 2+, 3+, 4+, 5+),

Atree
5 (1−, 2−, 3+, 4+, 5+), Atree

5 (1−, 2+, 3−, 4+, 5+). (7)

In fact, we’ll see that the first two tree partial amplitudes vanish, and there is
a group theory relation between the last two, so there is only one independent
nonvanishing object to calculate. At one-loop there are four independent ob-
jects — Eq. 7 with Atree

5 replaced by A5;1 — but only the last two contribute
to the NLO cross-section, due to the tree-level vanishings.

The group theory relation just mentioned derives from the fact that the
tree color decomposition, Eq. 4, is equally valid for gauge group U(Nc) as

8

Figure 1: Diagrammatic equations for simplifying SU(Nc) color algebra. Curly lines (“gluon
propagators”) represent adjoint indices, oriented solid lines (“quark propagators”) represent
fundamental indices, and “quark-gluon vertices” represent the generator matrices (T a) ̄

i .

simplify a sample diagram for five-gluon scattering at tree level. The final line
is the diagrammatic representation of a single trace, Tr

(

T a1T a2T a3T a4T a5
)

,
plus all possible permutations. Notice that the −1/Nc terms in Eq. 2 do not
contribute here, because the photon does not couple to gluons.

It is easy to see that any tree diagram for n-gluon scattering can be re-
duced to a sum of “single trace” terms. This observation leads to the color
decomposition of the the n-gluon tree amplitude,6

Atree
n ({ki, λi, ai}) = gn−2

∑

σ∈Sn/Zn

Tr (T aσ(1) · · ·T aσ(n)) Atree
n (σ(1λ1 ), . . . , σ(nλn)).

(4)

Here g is the gauge coupling ( g2

4π = αs), ki, λi are the gluon momenta and
helicities, and Atree

n (1λ1 , . . . , nλn) are the partial amplitudes, which contain all
the kinematic information. Sn is the set of all permutations of n objects, while
Zn is the subset of cyclic permutations, which preserves the trace; one sums
over the set Sn/Zn in order to sweep out all distinct cyclic orderings in the
trace. The real work is still to come, in calculating the independent partial
amplitudes Atree

n . However, the partial amplitudes are simpler than the full
amplitude because they are color-ordered: they only receive contributions from
diagrams with a particular cyclic ordering of the gluons. Because of this, the
singularities of the partial amplitudes, poles and (in the loop case) cuts, can
only occur in a limited set of momentum channels, those made out of sums of
cyclically adjacent momenta. For example, the five-point partial amplitudes
Atree

5 (1λ1 , 2λ2 , 3λ3 , 4λ4 , 5λ5) can only have poles in s12, s23, s34, s45, and s51,
and not in s13, s24, s35, s41, or s52, where sij ≡ (ki + kj)2.

6

SU(Nc), but any amplitude containing the extra U(1) photon must vanish.
Hence if we substitute the U(1) generator — the identity matrix — into the
right-hand-side of Eq. 4, and collect the terms with the same remaining color
structure, that linear combination of partial amplitudes must vanish. We get

0 = Atree
n (1, 2, 3, . . . , n) + Atree

n (2, 1, 3, . . . , n) + Atree
n (2, 3, 1, . . . , n)

+ · · · + Atree
n (2, 3, . . . , 1, n), (8)

often called a “photon decoupling equation”7 or “dual Ward identity”3 (because
Eq. 8 can be derived from string theory, a.k.a. dual theory). In the five-point
case, we can use Eq. 8 to get

Atree
5 (1−, 2+, 3−, 4+, 5+) = −Atree

5 (1−, 3−, 2+, 4+, 5+)

−Atree
5 (1−, 3−, 4+, 2+, 5+)

−Atree
5 (1−, 3−, 4+, 5+, 2+). (9)

The partial amplitude where the two negative helicities are not adjacent has
been expressed in terms of the partial amplitude where they are adjacent, as
desired.

Since color is confined and unobservable, the QCD-improved parton model
cross-sections of interest to us are averaged over initial colors and summed
over final colors. These color sums can be performed very easily using the
diagrammatic techniques. For example, Fig. 4 illustrates the evaluation of
the color sums needed for the tree-level four-gluon cross-section. In this case
we can use the much simpler U(Nc) color algebra, omitting the −1/Nc term
in Eq. 2, because the U(1) contribution vanishes. (This shortcut is not valid
for general loop amplitudes, or if external quarks are present.) Using also the
reflection identity discussed below, Eq. 45, the total color sum becomes

∑

colors

[Atree ∗
4 Atree

4 ] = 2 g4 Atree ∗
4 (1, 2, 3, 4)×

[

Atree
4 (1, 2, 3, 4)(N4

c + N2
c )

+
(

Atree
4 (2, 1, 3, 4) + Atree

4 (2, 3, 1, 4)
)

(N2
c + N2

c )

]

+ 2 more permutations

= g4 N2
c (N2

c − 1)
∑

σ∈S3

|Atree
4 (σ(1), σ(2), σ(3), 4)|2 , (10)

where we have used the decoupling identity, Eq. 8, in the last step.
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1 Identities for color ordered Amplitudes

1.1 Photondecoupling equation

If we have a look at the complete amplitude Atree
4 we have the following expan-

sion.

Atree
4 = g2

[

Tr(T 1T 2T 3T 4)A(1, 2, 3, 4) + Tr(T 1T 2T 4T 3)A(1, 2, 4, 3)
]

+g2
[

Tr(T 1T 3T 2T 4)A(1, 3, 2, 4) + Tr(T 1T 4T 2T 3)A(1, 4, 2, 3)
]

+g2
[

Tr(T 1T 3T 4T 2)A(1, 3, 4, 2) + Tr(T 1T 4T 3T 2)A(1, 4, 3, 2)
]

(1)

= g2A(1, 2, 3, 4)
[

Tr(T 1T 2T 3T 4) + Tr(T 1T 4T 3T 2)
]

+g2A(1, 4, 2, 3)
[

Tr(T 1T 4T 2T 3) + Tr(T 1T 3T 2T 4)
]

+g2A(1, 3, 4, 2)
[

Tr(T 1T 3T 4T 2) + Tr(T 1T 2T 4T 3)
]

(2)

Here we used the reflection identity A(1, 2, 3, 4) = A(4, 3, 2, 1) which corresponds
to a charge conjugation [1] and the cyclic property of the amplitude. The
composition in equation 2 also works for a group , where the U(1) corresponds
to a ’photon’. This can be seen by having a look at the field strength tensor

F a
µν = ∂µA

a
ν − ∂νA

a
µ − igfa

bcA
b
µA

c
ν (3)

with the generator form U(1). There will be no commutator for this generator
beacuse two SU(N) matrices can’t give us an identity matrix, since it is not
a memeber of SU(N). So for this generator we just have the abelian field
strength tensor, which doesn’t have any self interactions for the gauge bosons.
The next thing to note is that the pure Yang-Mills Lagrangian does not mix
Group generators. So it will split into a pure abelian and a pure non abelian
part. This means if we insert one of our ’photons’ in our amplitude it will vanish.
The only thing that will change are the number of generators the 1, 2, 3and4 are
running over. In order to derive the photon decoupling equation we will pick
now one of the generators to be U(1) and as we argue before we will demand
that our full amplitude must then vanish. (since the identical SU(N) doesn’t
have that part of the sum over generators)

0 = g2A(1, 2, 3, 4)
[

Tr(T 1T 2T 3) + Tr(T 1T 3T 2)
]

+g2A(1, 4, 2, 3)
[

Tr(T 1T 2T 3) + Tr(T 1T 3T 2)
]

+g2A(1, 3, 4, 2)
[

Tr(T 1T 3T 2) + Tr(T 1T 2T 3)
]

(4)

⇒ 0 = g2 (A(1, 2, 3, 4) +A(1, 4, 2, 3) +A(1, 3, 4, 2))
[

Tr(T 1T 2T 3) + Tr(T 1T 3T 2)
] (5)

the 2nd factor can be written as

Tr(T aT bT c + T aT cT b) = Tr(T a
{

T b, T c
}

) = dabc (6)

where dabc are also structure constants of SU(3) [4]. (careful doesn’t work for
SU(2)). For a full amplitude we will sum over all colors of our particles in the
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Before turning to this calculation, let us consider the problem of squar-
ing the total amplitude and summing over colors. Because the generator
matrices are traceless, we should (as we discussed in section 80) use the
completeness relation

(T a)i
j(T a)k

l = δi
lδk

j − 1
N δi

jδk
l . (81.30)

However, recall that the Yang–Mills field strength is

Fµν = ∂µAν − ∂νAµ − ig√
2
[Aµ,Aν ] . (81.31)

If we allow a generator matrix proportional to the identity, which corre-
sponds to a gauge group of U(N) rather than SU(N), then this extra U(1)
generator commutes with every other generator. Thus the U(1) field does
not appear in the commutator term in eq. (81.31). Since it is this commuta-
tor term that is responsible for the interaction of the gluons, the U(1) field
is a free field. Therefore, any scattering amplitude involving the associated
particle (which we will call the fictitious photon) must be zero. Thus, if we
write a scattering amplitude in the form of eq. (81.2), and replace one of
the T a’s with the identity matrix, the result must be zero.

This decoupling of the fictitious photon allows us to use the much simpler
completeness relation

(T a)i
j(T a)k

l = δi
lδk

j (81.32)

in place of eq. (81.30). There is no need to subtract the U(1) generator
from the sum over the generators, as we did in eq. (81.30), because the
terms involving it vanish anyway.

The decoupling of the fictitious photon is useful in another way. Let us
apply it to the case of n = 4, and set T a4 ∝ I in eq. (81.2). Then we have

0 = Tr(T a1T a2T a3)
[
A(1, 2, 3, 4) + A(1, 2, 4, 3) + A(1, 4, 2, 3)

]

+ Tr(T a1T a3T a2)
[
A(1, 3, 2, 4) + A(1, 3, 4, 2) + A(1, 4, 3, 2)

]
. (81.33)

The contents of each square bracket must vanish. Requiring this of the first
term yields

A(1, 2, 3, 4) = − A(1, 2, 4, 3) − A(1, 4, 2, 3) . (81.34)

Assigning some helicities, this reads

A(1−, 2+, 3−, 4+) = − A(1−, 2+, 4+, 3−) − A(1−, 4+, 2+, 3−) . (81.35)

Note that we have now expressed a partial amplitude with nonadjacent
negative helicities in terms of partial amplitudes with adjacent negative
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Tr(T 1T 3T 4T 2)A(1, 3, 4, 2) + Tr(T 1T 4T 3T 2)A(1, 4, 3, 2)
]

(1)

= g2A(1, 2, 3, 4)
[

Tr(T 1T 2T 3T 4) + Tr(T 1T 4T 3T 2)
]

+g2A(1, 4, 2, 3)
[

Tr(T 1T 4T 2T 3) + Tr(T 1T 3T 2T 4)
]

+g2A(1, 3, 4, 2)
[

Tr(T 1T 3T 4T 2) + Tr(T 1T 2T 4T 3)
]

(2)

Here we used the reflection identity A(1, 2, 3, 4) = A(4, 3, 2, 1) which corresponds
to a charge conjugation [1] and the cyclic property of the amplitude. The
composition in equation 2 also works for a group , where the U(1) corresponds
to a ’photon’. This can be seen by having a look at the field strength tensor

F a
µν = ∂µA

a
ν − ∂νA

a
µ − igfa

bcA
b
µA

c
ν (3)

with the generator form U(1). There will be no commutator for this generator
beacuse two SU(N) matrices can’t give us an identity matrix, since it is not
a memeber of SU(N). So for this generator we just have the abelian field
strength tensor, which doesn’t have any self interactions for the gauge bosons.
The next thing to note is that the pure Yang-Mills Lagrangian does not mix
Group generators. So it will split into a pure abelian and a pure non abelian
part. This means if we insert one of our ’photons’ in our amplitude it will vanish.
The only thing that will change are the number of generators the 1, 2, 3and4 are
running over. In order to derive the photon decoupling equation we will pick
now one of the generators to be U(1) and as we argue before we will demand
that our full amplitude must then vanish. (since the identical SU(N) doesn’t
have that part of the sum over generators)

0 = g2A(1, 2, 3, 4)
[

Tr(T 1T 2T 3) + Tr(T 1T 3T 2)
]

+g2A(1, 4, 2, 3)
[

Tr(T 1T 2T 3) + Tr(T 1T 3T 2)
]

+g2A(1, 3, 4, 2)
[

Tr(T 1T 3T 2) + Tr(T 1T 2T 3)
]

(4)

⇒ 0 = g2 (A(1, 2, 3, 4) +A(1, 4, 2, 3) +A(1, 3, 4, 2))
[

Tr(T 1T 2T 3) + Tr(T 1T 3T 2)
] (5)

the 2nd factor can be written as

Tr(T aT bT c + T aT cT b) = Tr(T a
{

T b, T c
}

) = dabc (6)

where dabc are also structure constants of SU(3) [4]. (careful doesn’t work for
SU(2)). For a full amplitude we will sum over all colors of our particles in the
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Before turning to this calculation, let us consider the problem of squar-
ing the total amplitude and summing over colors. Because the generator
matrices are traceless, we should (as we discussed in section 80) use the
completeness relation

(T a)i
j(T a)k

l = δi
lδk

j − 1
N δi

jδk
l . (81.30)

However, recall that the Yang–Mills field strength is

Fµν = ∂µAν − ∂νAµ − ig√
2
[Aµ,Aν ] . (81.31)

If we allow a generator matrix proportional to the identity, which corre-
sponds to a gauge group of U(N) rather than SU(N), then this extra U(1)
generator commutes with every other generator. Thus the U(1) field does
not appear in the commutator term in eq. (81.31). Since it is this commuta-
tor term that is responsible for the interaction of the gluons, the U(1) field
is a free field. Therefore, any scattering amplitude involving the associated
particle (which we will call the fictitious photon) must be zero. Thus, if we
write a scattering amplitude in the form of eq. (81.2), and replace one of
the T a’s with the identity matrix, the result must be zero.

This decoupling of the fictitious photon allows us to use the much simpler
completeness relation

(T a)i
j(T a)k

l = δi
lδk

j (81.32)

in place of eq. (81.30). There is no need to subtract the U(1) generator
from the sum over the generators, as we did in eq. (81.30), because the
terms involving it vanish anyway.

The decoupling of the fictitious photon is useful in another way. Let us
apply it to the case of n = 4, and set T a4 ∝ I in eq. (81.2). Then we have

0 = Tr(T a1T a2T a3)
[
A(1, 2, 3, 4) + A(1, 2, 4, 3) + A(1, 4, 2, 3)

]

+ Tr(T a1T a3T a2)
[
A(1, 3, 2, 4) + A(1, 3, 4, 2) + A(1, 4, 3, 2)

]
. (81.33)

The contents of each square bracket must vanish. Requiring this of the first
term yields

A(1, 2, 3, 4) = − A(1, 2, 4, 3) − A(1, 4, 2, 3) . (81.34)

Assigning some helicities, this reads

A(1−, 2+, 3−, 4+) = − A(1−, 2+, 4+, 3−) − A(1−, 4+, 2+, 3−) . (81.35)

Note that we have now expressed a partial amplitude with nonadjacent
negative helicities in terms of partial amplitudes with adjacent negative

Figure 12: The U(1) Ward identity for color-ordered amplitudes.

Then, letting I, J = 1, . . . , 6 index the six possible cyclic orderings of the gluons, we
find

tr[|M|2] = 81
X

I

|M(I)|2 + 9
X

I 6=J

M(I)M(J)⇤

= 72
X

I

|M(I)|2 + 9|X
I

M(I)|2 . (95)

I explained above that, when we add the extra generator to extend SU(N) to
U(N), the value of tr|M|2 cannot change. The vanishing of the coupling to the T

0

gauge bosons is expressed in the color-ordered amplitudes as the Ward identity shown
in Fig. 12: The sum over all possible orderings of a U(1) boson in a color-ordered
n-gluon amplitudes must vanish. An example of this identity, for 4-gluon amplitudes,
is

iM(0�1�2+3+) + iM(1�0�2+3+) + iM(1�2+0�3+) = 0 (96)

We can easily check this from the explicit expressions for MHV amplitudes. Evalu-
ating the left-hand side of (96) gives

ig

2h01i4


1

h01ih12ih23ih30i +
1

h10ih02ih23ih31i +
1

h12ih20ih03ih31i
�

= ig

2h01i4 [h02ih13i+ h03ih21i+ h01ih32i]
h01ih12ih23ih30ih02ih13i (97)

The expression in brackets in the second line vanishes by the Schouten identity (19).

The U(1) Ward identity implies that
X

I

M(I) = 0 . (98)

Then (95) becomes
tr[|M|2] = 72

X

I

|M(I)|2 . (99)
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