
TECHNISCHE UNIVERSITÄT MÜNCHEN

LUDWIG-MAXIMILIANS UNIVERSITÄT MÜNCHEN

Elite Master Program
Theoretical and Mathematical Physics

MASTER THESIS

General Quantum Error Correction
for MERA Codes

Candidate: Supervisor:
FRANCESCO BATTISTEL Prof. ROBERT KÖNIG

Academic Year 2016/2017





Declaration of Authorship

I hereby certify that this thesis has been composed by me and is based
on my own work, unless stated otherwise. No other person’s work has
been used without due acknowledgement in this thesis. All references
and verbatim extracts have been quoted, and all sources of information,
including graphs and data sets, have been specifically acknowledged.

Date: Signature:





Acknowledgements

First I want to thank my advisor Robert König for all the support he
gave me. He discussed with me any problem I had and he gave me very
useful suggestions during the course of all this work.

I also want to thank the research groups of Robert König and Michael
Wolf, who hosted me during these months. Thanks also to Motohisa
Fukuda who kindly accepted to be my second examiner at the defence.

A special thanks goes to my family who has always helped and sup-
ported me.





Contents

Introduction i

1 Quantum Error Correction 1
1.1 Quantum error correcting codes . . . . . . . . . . . . . . . . . . 2
1.2 Knill-Laflamme conditions . . . . . . . . . . . . . . . . . . . . . 9
1.3 Approximate quantum error correction . . . . . . . . . . . . . . 15
1.4 Local approximate quantum error correction . . . . . . . . . . . 17
1.5 Stabilizer codes and threshold probability . . . . . . . . . . . . 20

2 Entanglement Renormalization 27
2.1 The Multi-scale Entanglement Renormalization Ansatz . . . . . 29
2.2 MERA in condensed matter and quantum error correction . . . 34
2.3 Examples: the Ising chain and the toric code . . . . . . . . . . 38

3 MERA Codes: Correctability of Erasure Noise 45
3.1 Elementary blocks and transfer operator(s) . . . . . . . . . . . 46
3.2 Error correcting capabilities of MERA codes against erasures:

the results of Kim & Kastoryano . . . . . . . . . . . . . . . . . 51
3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.4 General lessons from the Ising chain and the toric code . . . . . 56
3.5 A 1D MERA code with high threshold probability . . . . . . . 60

4 MERA Codes: Correctability of Arbitrary Noise 79
4.1 Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.2 Correctability of constant-support arbitrary errors . . . . . . . 82
4.3 Exact quantum error correction for arbitrary errors . . . . . . . 87

Conclusions and Outlook 89

A Quantum Channels 91
A.1 Quantum channels as matrices . . . . . . . . . . . . . . . . . . 94

B Distance Measures 99





Introduction

There is a great effort nowadays to build a working quantum computer. One
of the main practical limitations, however, comes from the fact that quantum
states are very susceptible and sensitive to noise (thermal noise, preparation or
measurement errors, photon loss. . . ). The purpose of the theory of quantum
error correction is to define a framework and the tools needed to passively or
actively suppress the errors, at any stage of a computation. In this work we
will model the noise by a quantum channel (see appendix A), which is well
suited for many of the experimental conditions mentioned above.

The general idea of quantum error correction is to take “logical” states
of interest on a quantum system and encode them into “physical” states of
a larger one, in order to make their information-content somehow redundant
and, hopefully, more easily protectable from the noise. The encoder (defini-
tion 1.1.2) is represented by an isometric quantum channel, mapping the logical
states to states supported on a subspace of the physical Hilbert space, which
is called the code subspace or quantum error correcting code (definition 1.1.1).
Then, the task of quantum error correction is to find another quantum chan-
nel, called the recovery map (definition 1.1.3), which inverts the noise channel
on the code subspace and gives back the original state. Whenever this is not
exactly possible, it is still acceptable for most applications to recover a state
which is only close to the original one, in terms of some measure. In this work
we use the worst-case entanglement fidelity (definition 1.3.2) studied by Bény
and Oreshkov [1], which leads to the so-called “approximate Knill-Laflamme
conditions” (theorem 1.3.1).

An important class of quantum error correcting codes is the one of stabi-
lizer codes (section 1.5). The toric code [2, 3] is an example showing many
convenient and interesting properties: all operations can be performed locally,
the recovery algorithm (definition 1.5.7) can be realized efficiently (i.e. in poly-
nomial time) and there is a threshold probability (definition 1.5.8). The latter
means that the probability for an uncorrectable error to happen goes to zero
in the limit of large system sizes, as long as the physical error rate per single-
qubit is below the threshold. However, the toric code requires interactions
between the qubits which are not easy to realise, and the quest for better
quantum error correcting codes is an active research topic.

In this work we study codes whose corresponding encoder has the structure
of a tensor network called MERA (Multi-scale Entanglement Renormalization
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Ansatz) [4, 5], which is made up of levels organised from bottom to top. In
condensed matter applications, MERA usually represents a single state and
it is used as a coarse-graining transformation from a lattice at the bottom
level to smaller lattices at higher levels (see section 2.2). For our purposes,
we consider MERAs representing entire subspaces, instead of a single state,
and we consider the top and bottom levels to be the logical and physical
ones, respectively. Therefore, for us MERA is just a quantum circuit with a
peculiar local structure, serving as an encoder for input states at the top (see
also section 2.2). A relevant example is again the toric code, which was later
found to admit a MERA construction [6].

Lower bounds on the error-correcting capabilities of MERA codes have
been recently derived by Kim & Kastoryano [7], in the case of erasure noise.
Erasures are simply errors whose location is known, which is a precious in-
formation to construct a recovery map. However, such a knowledge is not
generally available in a realistic situation. Our motivation for this thesis is
then twofold: on the one hand, we would like to generalise those bounds to
the case of more general noise models (it is not straightforward because we are
considering approximate quantum error correction, see remark 4.0.1), and on
the other hand we look for new examples of codes showing interesting prop-
erties, like the toric code, but starting from a MERA construction instead of
building it in a second step (see section 3.5).

In chapters 1 and 2 we give an introduction to quantum error correc-
tion and MERA, respectively. In chapter 3 we first present the assumptions
and the results of Kim & Kastoryano, identifying and correcting a number
of formal details. Second, starting from the intuition we develop by study-
ing the Ising chain and the toric code (section 3.4), we use numerics to look
for stabilizer MERA codes with powerful capabilities: we find examples (see
figure 3.5.2) for which we have evidence of a pretty high (19%) threshold prob-
ability w.r.t. Pauli noise and the smallest-weight recovery algorithm, with the
drawback that such codes involve non-local interactions between the qubits.
We did not manage to construct an efficient recovery algorithm admitting a
threshold probability, but the possibility that it exists is still open.

In chapter 4 we investigate whether for a generic MERA code it is possi-
ble to guarantee correctability against arbitrary noise models. In the case in
which the given code satisfies the K&K assumptions and the density-matrix
assumption (definitions 3.1.4 and 4.2.2), we prove (theorem 4.2.1) that, if the
Kraus operators (“errors”) of a given channel are non-trivially supported on
a number of qubits which is upper-bounded by a constant independent of the
system size, then such a noise channel is approximately correctable (defini-
tion 1.3.3) with any desired accuracy if the system size is sufficiently large.
We could not extend these results further, because of some limitations in our
proof coming from the structure of the MERA itself. However, the existence of
a threshold probability would mean that for stabilizer MERA codes and Pauli
noise it is possible to correct arbitrary errors (not just erasures) supported on
a linear number of sites, in the limit of large system sizes.

ii



Chapter 1

Quantum Error Correction

In this chapter we review the main ideas of the theory of quantum error cor-
rection. More comprehensive books or lecture notes dealing with this subject
are [8, 9, 10, 11]. Most of the results that will follow in this chapter are dis-
cussed in those references. We also cite the original work whenever we could
find it. Here in the first few paragraphs we give an informal introduction and
then in section 1.1 we start to define more precisely the concepts that we will
need in the rest of this thesis.

Quantum information and quantum computing are very active topics of re-
search nowadays. The main reasons are two: on the one hand, there are quan-
tum algorithms, like the one invented by Shor for integer factorization [12],
which are able to outperform any (known) classical one, and on the other hand,
it is believed that quantum chemistry and material science will greatly benefit
from the possibility of simulating quantum systems on a quantum hardware,
as it was originally proposed by Feynman.

Ideally, a quantum computer operates on a quantum system S with a
sequence of quantum gates, and the final state is appropriately measured.
One of the main practical problems is represented by decoherence, which is
the phenomenon for which S interacts with the environment in an uncontrolled
way, such that the final state of the system is not the one that we would expect
in the ideal case. Notice that to measure the system we must make it interact
with our measurement device, which is part of the environment for S, but
this is done in some controlled way. There is actually a second source of
errors in the computation, which comes from the fact that quantum gates are
unitary operators depending on continuous parameters, so that realising them
in a perfect way is hopeless. Moreover, the preparation of the state or the
measurement process are not error-free in general. However, it turns out that
we can use the same formalism and the same concepts to correct all those
types of errors, so we do not have to care too much about their origin.

We will model errors by a completely positive trace-preserving (CPTP) lin-
ear map or quantum channel N with Kraus operators {Ei} (definition A.0.1):

N (ρ) =
∑
i

EiρE
†
i ,

∑
i

E†iEi = 1 (1.1)
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where ρ is the initial state of the system and N (ρ) is the state after the noise
has disturbed it. It seems natural to view the noise as some process happening
continuously in time, but here there is no concept of time involved, apparently.
The idea behind this model is that we look at the evolution of our system after
some time ∆t, and N represents the cumulative action of decoherence during
such a time interval. Moreover, every ∆t we perform some error correcting
procedure, which will succeed if the rate at which errors accumulate is lower
than the rate at which we are able to correct them. Ultimately, ∆t is limited
by our experimental capabilities. As long as we perform quantum computa-
tions which take a small t � ∆t, we do not have to care too much about
errors because there will be only few or none of them, but if we want to build
larger and larger quantum computers and perform longer and longer compu-
tations (which roughly corresponds to solving really complex and interesting
problems), the importance of quantum error correction will grow more and
more, both at the theoretical level of finding better procedures and at the
experimental level of realising them in practice.

1.1 Quantum error correcting codes

We want to make clearer what we mean by quantum error correction (QEC)
and errors. First we may define a recovery map R as a quantum channel such
that R◦N = id, i.e. a quantum channel which reverses the action of the noise
channel. However, the channels which are invertible are only the isometric
ones (for a discussion see chapter 3 of [8]), whereas N it is not, in general.
Physically, this means that N “degrades” some of the information which is
contained in a state, so that the states that we will be able to recover will be
those for which their information-content is somehow redundant. Hence, we
cannot expect to be able to protect any state.

Definition 1.1.1 (Quantum Error Correcting Code). Given a quantum sys-
tem with Hilbert spaceHS , we define a quantum error correcting code (QECC)
as a subspace CS ⊆ HS . We call it the code subspace and we refer to states
in CS as codewords or code states.

Remark 1.1.1. There exists also subsystem codes (see [9] for example) where
the information is not encoded in a subspace but in a subsystem HA, i.e., sup-
posing that HS has a decomposition HS = HA ⊗ HB ⊕ K for some Hilbert
spaces HA,HB and K, then HA is called a subsystem code. In the following
we will consider only codes as defined in 1.1.1.

Definition 1.1.2 (Encoder). Given another quantum system with Hilbert
space HS′ , dimHS′ ≤ dimHS , we define an encoder as an isometric quantum
channel E : B(HS′) → B(HS), i.e. E(ρS′) = WρS′W

† ∀ρS′ ∈ B(HS′), where
W : HS′ → HS is an isometry (W †W = 1HS′ ).

Note that the image of E is a QECC.
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Definition 1.1.3 (Exact QECC and recovery map). We say that a QECC is
exact w.r.t. a quantum channel N (called the noise channel) if there exists
another quantum channel R, that we call the recovery map, such that

R(N (ρ)) = ρ (1.2)

for every code state ρ supported in CS , or, equivalently, such that

R ◦N ◦ E = idHS′ (1.3)

where E : B(HS′) → B(HS) is an encoder whose image is the given QECC.
We will also say that the recovery map corrects against N (over the code
subspace).

Remark 1.1.2. Note that talking about E or CS is basically the same thing, so
one can refer directly to the subspace and do not specify what is the encoder,
or alternatively one can specify the encoder in order to implicitly characterize
the subspace (this is what we will do with MERA in the following chapters).
Moreover, the reason why we consider only isometric encoders is that a non-
isometric channel would map at least some orthogonal states to non-orthogonal
ones, but this means making them irreparably less distinguishable. We expect
then that the performance of such a code cannot be better than using an
isometric encoder.
Remark 1.1.3. In some cases one may relax the above condition requiring that
R◦N ◦E ∝ idHS′ , i.e. one can take R (or also N ) trace non-increasing instead
of trace preserving. It is possible to justify this choice by the following. If
ρ = R(N (ρ)) = R(∑iEiρE

†
i ) = ∑

iR(EiρE†i ) for ρ supported in CS , then
it is easy to show that R(EiρE†i ) ∝ ρ. The claim follows from the fact that∑
i |ψi〉 〈ψi| = |ψ〉 〈ψ| for {|ψi〉} sub-normalized non-zero vectors if and only if
|ψi〉 ∝ |ψ〉 ∀i, which holds because the {|ψi〉 〈ψi|} are positive operators (it is
a corollary of proposition 2.4 in [13]). So if one excludes some of the Ei, then∑
iE
†
iEi ≤ 1 and R ◦N ◦ E ∝ idHS′ .

Suppose that we want to find a recovery map correcting against the channel
N (ρ) = ∑

iEiρE
†
i with Stinespring dilation UN : |ψ〉 ⊗ |0〉 7→ ∑

iEi |ψ〉 ⊗ |i〉
(definition A.0.1). This second form may suggest some operational way in
which we can realise the recovery map: if we have control over the environment,
in the sense that we are able to perform measurements on it, then when we
measure in the {|i〉} basis we get the outcome i with probability ‖Ei |ψ〉‖2 and
the state after the measurement is Ei |ψ〉 / ‖Ei |ψ〉‖. Because we are assuming
that the recovery map works, this means that Ei has to be invertible on
the code subspace (in section 1.2 we will make this discussion more precise
and formal). However, the procedure just described is not a recovery map
in the sense of QECC: R in the definition is a quantum channel acting on
the system only. We are not allowed to act also on the environment! We
always assume this last condition because this is what makes experimentally
sense: we have some sources of noise that we do not control (otherwise we
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could just prevent the noise from occurring) and so we have to invent clever
methods to understand what is i acting only on the system (or to restrict
the possible values of i to some subset), but without destroying the encoded
state. Indeed, this is one of the hard tasks that one should accomplish while
designing a recovery map for a QECC, and we will see in section 1.2 under
which conditions it is possible.

Parameters characterizing a QECC

In quantum error correction, one usually assumes some error model, that is,
a noise channel N with some type of general structure, and then one wants
to find the best combination of encoder and recovery map able to protect
against N . This is a double optimization problem, which is pretty hard in
general, so that one usually makes an ansatz about what can be a good en-
coder E , or some class of encoders, fixes that and then tries to optimize only
over recovery maps, hoping at the same time that the ultimately chosen re-
covery map will perform well also again other noise channels.

Generally speaking, it is desirable to define some parameters characterizing
a code and its ability to protect from errors. Usually one consider systems
where the basic degrees of freedom are qubits, similarly to the classical case in
which one can focus on binary codes where the smallest units of information
are bits. We will do that throughout all this chapter and the rest of this
thesis, unless otherwise stated. Recall that a system made up of n qubits has
a Hilbert space HS = (C2)⊗n with dimension dimHS = 2n.

Definition 1.1.4. We characterize a QECC CS by a set of parameters [[n, k, d]],
where:

• n = log2 dimHS is called the number of physical qubits. We will refer to
n also as the system size;

• k = log2 dimHS′ = log2 dim CS is the number of logical qubits. The ratio
between logical and physical qubits is called the rate of the code;

• d is the distance of the code, defined as the smallest number of physical
qubits which can support an operator able to map a codeword to another
one (a logical operator). More formally:

– O ∈ B(HS) is a logical operator if ΠOΠ 6= λΠ for any λ ∈ C, where
Π is the projector such that Π(HS) = CS .
Note that if [O,Π] = 0, then O is a logical operator according to our
definition if it is different from the identity on the code subspace;

– We say that a non-zero operator O has an identity tensor product
factor at position j if it can be written as

O = ÕS\{j} ⊗ Ij (1.4)
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where ÕS\{j} is an operator acting on all the qubits except for the
j-th one, otherwise we say that O has a non-identity tensor product
factor at position j. Define

SO = {j |O has a non-identity tensor product factor at position j}.
(1.5)

We call it the set of the faulty locations of O. Then the distance d
is defined as

d := min
{O∈B((C2)⊗n) |ΠOΠ6∝Π}

|SO| . (1.6)

Lemma 1.1.1. Let {Bi}4i=1 be a basis of B(C2) where B1 = I, and let B be a
basis of B((C2)⊗n) defined as B := {Bi1 ⊗ . . .⊗Bin}4i1,...,in=1. Then

d = min
{B∈B|ΠBΠ6∝Π}

|SB| . (1.7)

Therefore, the minimization in (1.6) can be computed just on a finite set.

Proof. Writing a generic operator O ∈ B((C2)⊗n) on the basis B,

O =
4∑

i1,...,in=1
ci1,...,in Bi1 ⊗ . . .⊗Bin , (1.8)

it is clear that
∣∣∣SBi1⊗...⊗Bin ∣∣∣ ≤ |SO| ∀i1, . . . , in such that ci1,...,in 6= 0. The

condition ΠOΠ 6∝ Π holds only if there exists at least one term in the previous
sum with cj1,...,jn 6= 0 such that Π(Bj1 ⊗ . . . ⊗ Bjn)Π 6∝ Π. Therefore, ∀O ∈
B((C2)⊗n) such that ΠOΠ 6∝ Π, there exists at least one B ∈ B such that
|SB| ≤ |SO|. It follows that we can restrict the minimization in (1.6) just to
elements in B.

Remark 1.1.4. Usually in QEC one does not focus on a single “special” value
of n, but one would like to construct a family of codes with the same structure
for many values of n, where k and d are understood as functions of n. In
particular, we would like a “good” code to have

1. limn→∞
k(n)
n > 0 i.e. finite limiting rate

2. limn→∞
d(n)
n > 0 i.e. finite limiting distance

3. efficient recovery algorithm (see definition 1.5.7).

The first condition may even be dropped in many cases, the second one is
actually too strong and not really necessary to have a good code (with theo-
rem 1.5.3 we will see how we can relax it considering an “effective” distance),
whereas by the third one we mean that the classical algorithm which computes
the recovery map can be executed in polynomial time (in section 1.5 we will
discuss this issue more broadly). However, it is very difficult to get codes with
all those three properties, in particular with the last two.
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Notice that when a logical operator acts on an encoded state, we have no
way of detecting if that happened or not, even when a codeword is mapped to
an orthogonal one. This may sound like a false statement, because orthogonal
states are precisely the only states for which we can design a procedure to
perfectly distinguish among them. The point is that in QEC we assume that
we do not know what the encoded state is: for example, it may be the result of
an encoded quantum computation. Because we know which gates we are im-
plementing, we may in principle follow the evolution of the state we originally
prepared, using a classical computer. However, the reason why we would like
to build a quantum computer is precisely to avoid to simulate classically the
evolution, which is too hard for the problems of interest. Hence, if we end up
with a codeword we may be happy with this fact, but if it is the wrong one
and we cannot realise it, then we would draw the wrong conclusion from our
computation.

Code distance and i.i.d. noise

The distance is a concept that actually makes sense as a characterization of
how good a code is (and we will show that even in such a case it is quite a
bad and rough measure) only when we consider what we will call a

Definition 1.1.5 (Single-qubit i.i.d. error model). If the noise channel N
acting on a system made up of n qubits factorizes into N = N⊗n1 , where N1 is
a single-qubit channel, we say that we are considering a single-qubit i.i.d. error
model.

Notice that the Hilbert space H for n qubits is H = (C2)⊗n and we will
consider this case throughout the following.

In the above model we are assuming that each qubit undergoes indepen-
dently the same type of noise process, which means that we assume that each
qubit is interacting with a different environment, or, put it in a different way,
that each qubit is interacting with uncoupled parts of the same environment.
We may say that the environment acts locally whenever the interaction is
described by a single-qubit i.i.d. error model.

Ideally, one would like to protect against any kind of noise channel. We
will see in section 1.2 that once a recovery map is able to correct against a
noise channel N (over a code subspace), then it is able to correct against
all the channels (over the same subspace) whose Kraus operators are linear
combinations of the Kraus operators of N . We will say that R is able to
correct the error subspace associated with N :

Definition 1.1.6 (Error subspace). Given a noise channel N with Kraus
operators {Ei}, Ei ∈ B(H) ∀i, the error subspace associated to N is given by
span{Ei} ⊆ B(H). We call error any operator in the error subspace.

Therefore, by linearity, if we find a recovery map able to correct against
a channel whose Kraus operators form a basis of B((C2)⊗n) ' M2n(C) (the
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vector space of 2n × 2n matrices), then we have found a recovery map able to
correct against any kind of noise on the given code subspace. For a system of
1 qubit, a basis of B(C2) is given by the Pauli matrices X (bit flip error), Z
(phase flip error) and Y (= iXZ, i.e. a bit flip and a phase flip error), plus
the identity I. If we have n qubits, then a basis of B((C2)⊗n) is given by the
set of all

Definition 1.1.7 (Pauli operators). A Pauli operator over n qubits is an
operator P that can be written as P (1)

1 ⊗ · · · ⊗P (1)
n where P (1)

i ∈ {I,X, Y, Z},
i = 1, . . . , n. We call G+

n the set of all Pauli operators over n qubits.

We also define:

Definition 1.1.8 (Weight of a Pauli operator). The weight w(P ) of a Pauli
operator P the number of its non-identity tensor product factors.

Corollary 1.1.1. The distance d of a QECC with code subspace projector Π
is given by

d = min
{P∈G+

n |ΠPΠ6∝Π}
w(P ). (1.9)

Proof. Immediate from lemma 1.1.1.

Remark 1.1.5. The Pauli operators do not play any special role in the definition
of distance except for the fact that they form a basis of B((C2)⊗n). We may
use any other one instead of G+

n .

Definition 1.1.9 (Pauli noise). We define a Pauli channel over n qubits
as a single-qubit i.i.d. error model NP = (N 1

P )⊗n where N 1
P has a Kraus

representation in which all Kraus operators are Pauli operators.

With the result of section 1.2 one can prove (see chapter 7 of [8] for a
discussion):

Theorem 1.1.1. Let F be a family of channels, F = {Ni}Ni=1, where each Ni
can be represented by a single Pauli operator, i.e. Ni(ρ) = PiρPi for some
Pauli operator Pi. Consider a QECC C with distance d. Then

• there exists a recovery map (definition 1.1.3) which is able to correct
against any Ni (over C) if w(Pi) ≤

⌊
d−1

2

⌋
∀i = 1 . . . N .

Suppose now that w(Pi) ≤ d−1 ∀i = 1 . . . N . Assume that one channel among
the {Ni} is applied to a given code state ρ of C, chosen according to some prob-
ability distribution. Hence assume that the state has become Nj(ρ) for some j.
Suppose that we do not know which Nj was applied. Then, independently of ρ,
we have the following:

• there exists a measurement which can unambiguously determine whether
Nj(ρ) ≡ ρ or not;
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• suppose that we are given the information about which are the non-
identity tensor product factors of the Pauli operator Pj corresponding
to Nj, but without knowing if at each location there is an X, Y or Z.
In terms of (1.5), we are given the set SPj of the faulty locations of Pj.
Then there exists a measurement and a recovery map, chosen depending
on the measurement outcome and the above information, which corrects
against Nj.

Single-qubit error probability

Here we want to define a concept of “error probability (or error rate) per single
qubit” in the quantum channel framework. We can start with an example,
which is known as the (completely) depolarizing channel, with Kraus operators

E0 =
√

1− p I, E1 =
√
p

3 X, E2 =
√
p

3 Y, E3 =
√
p

3 Z (1.10)

and with Stinespring dilation:

U : |ψ〉⊗|0〉 7→
√

1− p |ψ〉⊗|0〉+
√
p

3X |ψ〉⊗|1〉+
√
p

3Y |ψ〉⊗|2〉+
√
p

3Z |ψ〉⊗|3〉 .
(1.11)

In the interpretation that we gave previously, both if we would be able to
measure the environment in the {|i〉}3i=0 basis or if we would be able to cleverly
infer i from measurements on the system which do not disturb the encoded
state (in this case we cannot really do the latter because we are considering
just one qubit), then, according to Born’s rule, it follows that we would find
the state |ψ〉 with probability 1− p, X |ψ〉 with probability p/3 and the same
for Y and Z. It does not really matter how p is distributed among the possible
errors, so we make the following definition:

Definition 1.1.10 (Single-qubit error probability). Given a single-qubit chan-
nel N1, we say that there is a probability p of having an error if there exists a
minimal (see theorem A.0.3 and definition A.0.3) Kraus representation {Ei}
of N1 such that E0 =

√
1− p I. If N = N⊗n1 we say that we have a probability

p of error per single qubit.

Remark 1.1.6. Note that we choose a minimal representation in such a way
that all the other Kraus operators are linearly independent of the identity,
otherwise the definition would be ambiguous because for example we may have
E0 = c0 I and E1 = c1 I. Moreover, there are channels for which we cannot
assign a value to p, for example the amplitude-damping channel (defined for
example in [8]), because the identity is not in the linear span of its Kraus
operators.

For N = N⊗n1 , the Kraus operators of N are all the possible tensor
products of the Kraus operators of N1. For single-qubit Pauli noise (def-
inition 1.1.9), with not-necessarily equal probabilities for X,Y, Z errors to
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happen, those Kraus operators are all the Pauli operators for n qubits (“er-
rors” in the following). More precisely, each Kraus operator is proportional to
a Pauli operator P , where the proportionality is of the order O(pt) and t is
the weight of P . Hence, N contains errors with arbitrarily high weight. The
proportionality constant can be viewed as the probability that P occurs and
affects a code state, as we shall explain towards the end of section 1.2.

One may think that if p � 1, then p2 is negligible and so the errors with
weight 2 have a probability to occur which is also negligible. However, it
depends on n, for fixed p, because the number of errors with weight 2 is 32(n

2
)
,

which may be very large in such a way that it can be very probable that
some error of weight 2 occurs. Indeed, according to a binomial distribution
the expected weight is np, and therefore most errors will have a weight which
differs from np by at most a few standard deviations. If we consider a QECC
with distance d and we fix also n, then how “good” such a code is depends
a lot (but not completely) on the relationship between d and np. If d � np,
then the probability that an error with weight w ≥ b(d− 1)/2c happens is
(basically) negligible, and from theorem 1.1.1 it follows that there exists a
recovery map (basically) correcting against N , otherwise the performance of
such a recovery map depends on the specific QECC. We will better quantify
this discussion in section 1.5 in the case of stabilizer codes.

1.2 Knill-Laflamme conditions
At this point we would like to have a characterization of a correctable set of
errors {Ei}, i.e., given some noise channel N with Kraus operators {Ei}, we
would like to have necessary and sufficient conditions under which there exists
a recovery map R such that R(N (ρ)) = ρ for every state supported in some
given code subspace C.

Theorem 1.2.1 (Knill-Laflamme conditions [14]). Given a noise channel
N (ρ) = ∑

iEiρE
†
i and a QECC C, necessary and sufficient conditions for

the existence of a recovery map R correcting against N are given by:

ΠE†iEjΠ = λijΠ (1.12)

where Π is the projector onto C and λ = (λij)ij is a density matrix, λij ∈ C.
If N is trace non-increasing, then λ is a positive operator with Trλ ≤ 1.

Before proceeding to the proof, we notice that it follows from (1.12) that
〈ψ|E†iEj |ψ〉 = λij for any |ψ〉 ∈ C, from which we see that on the r.h.s. there
is no dependence on |ψ〉, which means that for each pair of errors Ei, Ej , the
combination E†iEj is a multiple of the identity on C. If instead we pick a basis
{|a〉} of C, then we observe from (1.12) that 〈a|E†iEj |b〉 = λijδab, which means
that orthogonal codewords remain orthogonal under the action of the noise.

Proof. Necessity. Assume that there exists a recovery map R with Kraus
operators {Rj} and Stinespring dilation UR : |ψ〉 ⊗ |0〉A 7→

∑
j Rj |ψ〉 ⊗ |j〉A,
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where A is some ancilla system (an environment that we control). Then
correctability requires that

URUN : |ψ〉 ⊗ |0〉E ⊗ |0〉A 7→
∑
ij

RjEi |ψ〉 ⊗ |i〉E ⊗ |j〉A (1.13)

≡
∑
ij

λ̃ij |ψ〉 ⊗ |i〉E ⊗ |j〉A (1.14)

= |ψ〉 ⊗ |junk〉EA (1.15)

for |ψ〉 ∈ C. We then have that

ΠE†iEjΠ = ΠE†i
(∑
k

R†kRk
)
EjΠ (1.16)

= Π
∑
k

λ̃∗ikλ̃jkΠ ≡ λijΠ. (1.17)

The fact that λ is a density matrix is a simple fact which follows from the
normalization of the Kraus operators and from taking the hermitian conjugate
of (1.12).
Remark 1.2.1. Physically this means that by using some ancilla we move the
entanglement between system and environment, induced by the noise channel,
to entanglement between environment and ancilla. Note that, because entan-
glement corresponds to entanglement entropy looking at the marginal states,
we can say that we are extracting entropy from the system and putting it
into the ancilla. If we then want to reuse the same ancilla for a second round
of QEC, we have to first reinitialise it, which by Landauer’s principle costs
energy (see chapter 1 of [8] for a discussion): error correction is not for free!

Sufficiency. Suppose now that (1.12) holds. Being λ a density matrix, it
follows in particular that it is diagonalizable, which means that there exists a
unitary U such that UλU † is diagonal, i.e.

(UλU †)ij =
∑
kl

UikλklU
†
lj = λiδij (1.18)

for some λi ≥ 0 (being λ a positive operator). Using (1.12), we also have that
∑
kl

UikλklU
†
lj =

∑
kl

UikΠE†kElΠU
†
lj = Π

(∑
k

UikE
†
k

)(∑
l

U †ljEl
)
Π. (1.19)

Defining Fj := ∑
l U
†
ljEl it is easy to see that they form another valid set of

Kraus operators for N (see also lemma A.0.1). Hence the two above equations
imply that (1.12) is equivalent to

ΠF †i FjΠ = λiδijΠ. (1.20)

From this expression it follows that:
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• λi 6= 0 implies that there exists a unitary Ui such that Fi|C =
√
λi Ui|C ,

i.e. Fi behaves like a unitary on the code subspace, so we can correct it
applying U †i , and Fi occurs with probability λi.

• λi = 0 implies that Fi|C = 0, i.e. the error Fi never occurs (it corresponds
to the previous case with probability of occurring equal to 0) and so we
do not have to worry to correct it. Remark: Fi is generally non-zero on
other subspaces.

Moreover, we have 0 = 〈ψ|F †i Fj |ψ〉 =
√
λiλj 〈ψ|U †i Uj |ψ〉 for i 6= j and

|ψ〉 ∈ C, which means that

• if λ is full rank, then ΠU †i UjΠ = δij Π, i.e. the {Ui} map C to orthogonal
subspaces {Ci} (orthogonal among them, and w.r.t. C itself if U0 = 1,
which is the case one often assumes, corresponding to some probability
that no error occurs).

• if λ is not full rank, i.e. some of its eigenvalues are 0, ordering them in de-
scending order {λ0, . . . , λk, 0, . . . , 0}, we have that ΠU †i UjΠ = δijδi>k Π,
meaning that for i > k the given expression is always 0 (not because for
i, j > k the two of unitaries map to orthogonal subspaces but because
one of them acts as 0 on C).

Based on the above observations, we can construct a recovery procedure: we
first make a measurement which projects onto such a family of subspaces {Ci};
because they are orthogonal, we can perfectly distinguish among them; finally,
based on the measurement result i, we apply U †i and renormalise the result
dividing by

√
λi. Explicitly, the quantum channel R, R(·) = ∑

j Rj(·)R
†
j +

R̄(·)R̄†, doing what just described, is given by the following Kraus operators:

Rj = 1√
λj

ΠF †j , λj 6= 0

R̄ = 1−
∑

j : λj 6=0

1
λj
FjΠF †j (1.21)

where R̄ is just added to make R trace-preserving (it is the projector onto the
orthogonal subspace to the span of the subspaces to which C is mapped by the
errors). It is immediate to verify that the above operators form a valid set of
Kraus operators and, using (1.12), that R(N (ρ)) = ρ for all code states ρ.

Definition 1.2.1. (Knill-Laflamme recovery map) Given a noise channel N
satisfying the Knill-Laflamme conditions on a code subspace with projector Π,
we call the Knill-Laflamme recovery map the quantum channel R described
by the Kraus operators (1.21), where {Fj} is a Kraus representation of N such
that ΠF †i FjΠ = λiδijΠ.

Remark 1.2.2. The Knill-Laflamme recovery map formalizes the idea that once
we are able to correct some set of errors, then we can correct also all their
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linear combinations, i.e. we can correct the full error subspace associated to N ,
as we shall explain here.

Thanks to the Knill-Laflamme conditions, the Kraus operators of R have
the following action:

RjFiΠ = δijΠ, (1.22)
that is, the combination RjFi is a multiple of the identity on the code subspace
(in this case either 1 or 0). If we now consider an operator Ẽ = ∑

i ciFi we
have that

RjẼΠ = Rj
∑
i

ciFiΠ =
∑
i

ciRjFiΠ = cjΠ (1.23)

so that RjẼ is a multiple of the identity on C (where cj can take arbitrary
values). Consider now a channel Ñ with Kraus operators Ẽk = ∑

i cikFi, i.e. a
channel whose Kraus operators are taken from span{Fi} = span{Ei}, with the
only requirement that ∑k Ẽ

†
kẼk = 1, which corresponds to ∑ik λk |cik|

2 = 1.
With this it is easy to see that

R ◦ Ñ (ρ) = ρ (1.24)

for any code state. Hence, once R corrects against N , then it also corrects
against any Ñ constructed as above.
Remark 1.2.3. The discussion after remark 1.1.3 in section 1.1 shows that if
we are given the ability to perform measurements on the environment, then we
can construct a recovery procedure for which the Knill-Laflamme conditions
are not necessary, because in that case it is enough that the {Ei|C} are unitaries
but they do not have to map to orthogonal subspaces. The above theorem
still holds, however, because that is a recovery map which is not acting only
on the system, as required in the hypothesis.

We can prove necessity of the Knill-Laflamme conditions also using more
general principles of quantum information (see [8] for a discussion). If the
environment would be able to acquire information about the encoded state,
it would be able to get a copy of it (at least some copies, asymptotically),
but then this would violate the no-cloning theorem by the hypothesis of cor-
rectability on the system. Hence, we need that the density matrix ρE for the
environment is independent of all states ρ supported on C. Such ρE is given by
the complementary channel N̂ (definition A.0.4), as explained in appendix A:

ρE = N̂ (ρ). (1.25)

Lemma 1.2.1. ρE as defined above is independent of any ρ supported on a
QECC C if and only if N satisfies the Knill-Laflamme conditions on C.

Proof. Independence of ρ holds if and only if there exists a basis {|i〉} of HE
such that all the matrix entries ρEij ∈ C of ρE = (ρEij)ij in this basis are equal
to some λij ∈ C independent of ρ (then it holds in any basis). Writing

ρE =
∑
ij

Tr(EjρE†i ) |j〉 〈i| , (1.26)
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and noticing that ρEij = Tr(EjρE†i ) = Tr(ΠE†iEjΠρ) for code states ρ, we have
that

Tr(ΠE†iEjΠρ) = λij ⇐⇒ ΠE†iEjΠ = λijΠ, (1.27)

which holds because Tr(ΠE†iEjΠρ) = 〈ΠE†iEjΠ, ρ〉 is a scalar product (the
Hilbert-Schmidt inner product).

It follows that the Knill-Laflamme conditions are necessary for the exis-
tence of a recovery map correcting against N .

Definition 1.2.2 ((Non-)degenerate code). An exact QECC for which the
Knill-Laflamme conditions hold is said to be non-degenerate if the λ in (1.12)
is full rank, otherwise it is degenerate.

A channel N acting over n physical qubits has dimension (definition A.0.3)
at most 22n, whereas, when we restrict it to act on a subspace encoding k log-
ical qubits, that trivial bound becomes dimN|C ≤ 2n+k (such a reduction can
be understood from the fact that many linearly independent Kraus operators
will become linearly dependent when restricted on C). The Knill-Laflamme
conditions tell us that when the code is degenerate, the dimension of the
channel is even smaller. The non-zero elements of {Fi|C} are clearly linearly
independent because they map to orthogonal subspaces, hence dimN|C = N
if there are N of them. If the code is highly degenerate, then N � 2n+k and
one can consider a much smaller “effective” environment interacting with the
system.

Degenerate codes are quite important and interesting because, generally
speaking, they show that it is possible to design codes which are able to correct
more errors than those that one can unambiguously identify. Usually (see
chapter 7 of [8] for a discussion) one says that when a code is degenerate
there are many errors which “look the same” on the code subspace (and so
can be corrected by the same procedure), meaning that they are proportional
to the same operator when they are restricted on the code subspace. Indeed,
whenever there are two Kraus operators Ei, Ej such that Ei|C = Ej |C , then λ
in (1.12) is clearly non-full rank because it has two equal rows (and two equal
columns).

Stochastic noise

Consider the following intuition about a quantum channelN ,N (ρ) = ∑
iEiρE

†
i .

W.l.o.g. we can assume that Tr(E†iEiρ) 6= 0 ∀i. Then we can write it as:

N (ρ) =
∑
i

EiρE
†
i (1.28)

=
∑
i

Tr(E†iEiρ) EiρE
†
i

Tr(E†iEiρ)
. (1.29)
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The second form suggests that we can understand a quantum channel as a
map which takes ρ and maps it to an ensemble of states

ρ′i := EiρE
†
i

Tr(E†iEiρ)
(1.30)

(they are clearly positive and the denominator makes the trace equal to 1),
where each of these states has been “prepared” with probability

pρ(i) := Tr(E†iEiρ) (1.31)

by the environment causing the noise. Note an important point: in general
such a probability distribution is dependent on the state and on the chosen
Kraus representation.

We make the following non-standard definition and prove the subsequent
theorem.

Definition 1.2.3 (Stochastic noise). Given a code subspace with projector
Π, a channel N is stochastic w.r.t. Π and w.r.t. a Kraus representation of N
with Kraus operators {Ei} if pρ(i) := Tr(E†iEiρ) is independent of any code
state ρ for all i.

As an example, a channel with a representation in which all Kraus op-
erators are proportional to a unitary (e.g. Pauli channels in definition 1.1.9)
is clearly stochastic w.r.t. such a representation for every Π. However, it is
interesting to realize that stochasticity w.r.t. some Kraus representation does
not imply stochasticity w.r.t. other representations of the same channel.

Theorem 1.2.2. Given a code subspace with projector Π, a channel N is
stochastic w.r.t. Π and w.r.t. any Kraus representation of N if and only if N
satisfies the Knill-Laflamme conditions (1.12) on Π.

Proof. As explained in lemma 1.2.1, the density matrix of the environment in
the basis {|i〉} of HE is given by

ρE =
∑
ij

Tr(E†jEiρ) |i〉 〈j| . (1.32)

Stochasticity corresponds to the case in which the diagonal of ρE in the {|i〉}
basis is independent of ρ. However, it is possible that the off-diagonal terms
are not, hence via a change of basis we can move the dependence on ρ from
the off-diagonal terms to the diagonal, getting a Kraus representation of N
w.r.t. which N is not stochastic. As an example, consider the case in which
the environment E is a qubit with density matrix

ρE = 1
21 + β(ρ)X =

( 1
2 β(ρ)

β(ρ) 1
2

)
(1.33)
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where 0 ≤ β(ρ) ≤ 1/2. Then if we change basis using a Hadamard transfor-
mation we get

H

( 1
2 β(ρ)

β(ρ) 1
2

)
H =

(1
2 + β(ρ) 0

0 1
2 − β(ρ)

)
. (1.34)

Hence, in order to have stochasticity in any basis we need all the matrix
elements of ρE to be independent of ρ. Then the statement follows from
lemma 1.2.1.

1.3 Approximate quantum error correction
It will prove to be useful, and actually compelling, to extend the notion of
quantum error correction from the exact case, that we treated in the previous
sections, to an approximate case, where we do not require to be able to recover
perfectly the original state, but we just require to be close to it in terms of
some measure. Indeed, exact quantum error correction is a very special case
of approximate error correction: in general, an exact QECC (definition 1.1.3)
w.r.t. some noise channel N is an approximate QECC (as we are going to
define) w.r.t. other channels, even close or similar to N , because they may not
satisfy the Knill-Laflamme conditions (1.12) as well. It follows that develop-
ing a theory for AQEC is very important for experiments, where the physical
noise channel is never precisely equal to an idealized model. Moreover, there
are known examples [15] in which approximate error correction (AQEC) out-
performs exact QEC.

Here we repeat the definition of entanglement fidelity (definition B.0.4),
which is discussed more in detail in appendix B.

Definition 1.3.1 ((Generalized) entanglement fidelity). Given quantum chan-
nels N ,M : B(H) → B(H), for a state ρ ∈ B(H) with purification |ψ〉 ∈
H ⊗ HR, where R is some reference system, we define the entanglement fi-
delity as

Fρ(N ,M) := F
(
N ⊗ idR

(
|ψ〉 〈ψ|

)
,M⊗ idR

(
|ψ〉 〈ψ|

))
(1.35)

where F is the fidelity (definition B.0.2) and idR is the identity channel on
B(HR).

Definition 1.3.2. Given some code subspace C with projector Π, and two
channels N ,M, we define the worst-case entanglement fidelity of the code as

F (N ,M) := min
ρ
Fρ(N ,M) (1.36)

where the minimum is taken over all the density matrices supported in the
code subspace, i.e. over all the ρ such that ρ = ΠρΠ.
The entanglement fidelity is a measure of how “far apart” N andM are, but
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it is not a metric in the mathematical sense. For that we define the Bures
distance between channels as

B(N ,M) =
√

1−
√
F (N ,M), (1.37)

which has the properties of a metric [1].

Definition 1.3.3 (Approximate Quantum Error Correcting Code). We define
an approximate quantum error correcting code (AQECC) w.r.t. a noise chan-
nel N , with approximation parameter ε, as a QECC given by an encoder E for
which there exists a recovery map R such that

B(R ◦N ◦ E , id) ≤ ε. (1.38)

Notice that this corresponds to the requirement for the entanglement fi-
delity that minρ

√
Fρ(R ◦N ◦ E , id) ≥ 1−ε2, where the minimum is taken over

density matrices supported on the code subspace. In the case of exact QEC
(definition 1.1.3) the requirement could be restated as Fρ(R◦N ◦E , id) = 1 ∀ρ.

The main result that we will use in following chapters has been derived by
Bény and Oreshkov in [1]:

Theorem 1.3.1 (Approximate Knill-Laflamme conditions). Given ε > 0, N
and E as above with a corresponding projector Π on the code subspace, there
exists a recovery map satisfying (1.38) if and only if there exists a density
matrix λ = (λij)ij, with matrix elements λij ∈ C w.r.t. a standard basis {|i〉},
such that, with

ΠBijΠ := ΠE†iEjΠ− λijΠ (1.39)
Λ(ρ) :=

∑
ij

λij Tr(ρ) |i〉 〈j| (1.40)

Λ′(ρ) := Λ(ρ) +
∑
ij

Tr(ρBij) |i〉 〈j| , (1.41)

we have
B(Λ,Λ′) ≤ ε. (1.42)

In the following we will refer to equation (1.39) as the approximate Knill-
Laflamme conditions in the sense that, if it holds that ΠBijΠ = 0 ∀i, j, then
equation (1.39) would reduce to the Knill-Laflamme conditions (theorem 1.2.1)
and (1.42) would hold with ε = 0, which means that the given code subspace
would be an exact QECC.

Corollary 1.3.1. A sufficient condition for (1.42) to be satisfied is that there
exists a λ such that

max
ij
‖ΠBijΠ‖ ≤

2
N2 ε

2 (1.43)

where N is the number of Kraus operators in a given representation of the
channel N . In the case in which one picks a minimal representation, N =
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dimN (definition A.0.3). Considering N restricted over states supported on
the code subspace C, then N can be taken as small as dimN|C. Note that the
l.h.s. depends on λ via the defining equation (1.39), and that it depends also
on the chosen Kraus representation.

Proof. This result has also been derived in [16]. Lemma (B.0.1) states that√
F (ρ, σ) ≥ 1− 1

2 ‖ρ− σ‖1. For a code state ρ and a purification |ψ〉 of ρ we
have that:√

Fρ(Λ,Λ′) ≥ 1− 1
2
∥∥Λ⊗ id(|ψ〉 〈ψ|)− Λ′ ⊗ id(|ψ〉 〈ψ|)

∥∥
1 (1.44)

= 1− 1
2

∥∥∥∥∥∥
∑
ij

Tr(Bij |ψ〉 〈ψ|) |i〉 〈j|

∥∥∥∥∥∥
1

(1.45)

≥ 1− 1
2N

2 max
ij

∣∣∣Tr(Bij |ψ〉 〈ψ|)
∣∣∣ (1.46)

≥ 1− 1
2N

2 max
ij
‖ΠBijΠ‖ (1.47)

where we used the fact that in general ‖M‖1 ≤ N2 maxkl |Mkl| for a N×N ma-
trix M , and the matrix Hölder inequality. The statement follows immediately
taking the minimum over ρ.

1.4 Local approximate quantum error correction

Other notions of AQEC have been developed apart for the one studied by Bény
and Oreshkov [1]. Here we discuss a notion of local approximate quantum error
correction (LAQEC) which has been proposed in [17]. In this framework we
will consider recovery maps acting only on some neighbourhood of a region
where an error has occurred. There is an important assumption hidden here:
we need to know which are the faulty qubits in order to apply a recovery map
on a neighbourhood, which we need to be error-free. Hence in this section we
will assume that we know the faulty locations, but that we do not know what
specific error acted (e.g. an X or Z error), otherwise we could use also this
information to develop an even better recovery map. To be more precise, in
the following we will not need to know what is the exact location of an error,
but just that it is contained in some region and not outside.

Moreover, the natural candidates for LAQEC are for example local stabi-
lizer codes (definition 1.5.3), however, this notion of LAQEC invokes locality
only for recovery maps, whereas we do not necessarily have to consider local
stabilizer codes and we do not have to restrict to stabilizer codes at all.

As an example, the typical situation in which one knows the location of
an error is the case of photon loss. Suppose that Alice is sending some qubits
to Bob, in the form of photons. If Bob fails to detect some of them (knowing
that he should have received one, for example by communicating classically
with Alice), then we say that those photons have been erased. Another way
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in which we may model this situation is by saying that Alice communicates
to Bob what are the erased qubits by sending a quantum state orthogonal to
all those that she may have sent. Then Bob can just perform an orthogonal
measurement, revealing unambiguously to him if a photon was erased or not.
More formally we define

Definition 1.4.1 (Erasure channel). Consider an Hilbert space H with a
decomposition H = (HA ⊕H⊥A)⊗HB. Let σA ∈ B(H⊥A) be a fixed state. We
call a quantum channel ∆A : B(HA⊗HB)→ B(H⊥A⊗HB) the erasure channel
on A if ∆A(ρAB) = σA ⊗ ρB for any ρAB ∈ B(HA ⊗HB).

Hence, the erasure channel traces out system A and replaces its original
state with some fixed state.
Remark 1.4.1. Knowing the location of an error for some noise channel N but
without knowing specifically which error occurred is equivalent to an erasure
of that location: the faulty qubits end up in some unpredictable state, so we
can just trace them out and replace their state with some fixed one.

To conform to the notation of [17], we define the Bures distance between
density matrices ρ, σ as B(ρ, σ) = (1 −

√
F (ρ, σ))1/2 where F is the fidelity.

Moreover, for any code state we can consider its purification onto some refer-
ence system R.

Definition 1.4.2 (Local approximate correctability.). Consider a code sub-
space C with projector Π, and assume that the noise is described by the erasure
channel ∆A on A. Partition the system into ABC, where A is the erased re-
gion, B is some region completely surrounding A, and C is the rest of the
system. We say that the region A is ε-correctable from B (i.e. “locally”) if
there exists a recovery map RABB : B(HB)→ B(HA ⊗HB) such that

B(RABB (ρBCR), ρABCR) ≤ ε (1.48)

for any purified code state ρABCR.

In terms of the notation of the previous section we may write the above
condition as B(RABB ◦∆A◦E , id) ≤ ε, in order to easily compare it with (1.38),
where E is an encoder mapping to states in C. Recall that in (1.38) we were
using the entanglement fidelity in our definition, however, the entanglement
fidelity of a state is the same as the fidelity for the purified state, which is
what we are considering in this other definition.

Notice that, according to the definition, C can be empty and so the recov-
ery map would not be really local. One may introduce a locality parameter
specifying how big B can be, but we will not do that here (see [17]).

Definition 1.4.3 (ε-distance). We define the ε-distance of a code with pro-
jector Π as the largest integer dε such that any region A of size |A| < dε is
locally ε-correctable, where the size of A is the number of qubits in region A.
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It is clear from the definition that if ε < ε′ then dε ≤ dε′ . Moreover, ε = 0
correspond to the case of exact QEC, so that d0 is the distance d for an exact
QECC (definition 1.1.3) and therefore d = d0 ≤ dε for any ε.

The following theorem, proved in [17], is fundamental to derive the results
of chapter 3:

Theorem 1.4.1. Partitioning the system into regions ABC as above, we have

inf
RABB

sup
ρABCR

B(RABB (ρBCR), ρABCR) = min
ωA

sup
ρABCR

B(ωA⊗ρCR, ρACR) (1.49)

where R is a purifying reference system and the suprema are taken over purified
code states.

This theorem is important because it says that if the r.h.s. is small, then
it is possible to find a quite good recovery map. Hence, this theorem gives
us a tool to prove the existence of recovery maps achieving ε-correctability,
for any chosen ε, without having to construct them explicitly. We just have
to bound the correlations between A and CR, whose amount is expressed by
the r.h.s. (recall that there are no correlations if ρACR = ρA ⊗ ρCR). It would
feel more natural, then, to have on the r.h.s. the distance between ρACR and
ρA ⊗ ρCR. Indeed, in [17] it is also proven that

min
ωA

sup
ρABCR

B(ωA ⊗ ρCR, ρACR) ≤ 1
3
√

sup
ρABCR

B(ρA ⊗ ρCR, ρACR) (1.50)

and so one can find upper bounds on B(ρA ⊗ ρCR, ρACR), instead.

Another important tool that is available when dealing with erasure noise
is the so called union lemma, first proved in [18] for the case of exact QEC,
and later proved in [17] for the approximate case:

Lemma 1.4.1 (Union lemma). Suppose that we have two erased regions A1
and A2, separated by a geometric distance x (in terms of lattice spacing), and
suppose that A1 is ε1-correctable from a region B1 which includes qubits at
a geometric distance at most x from A1. Moreover, assume that A2 is ε2-
correctable (with B2 possibly as big as the complement of A2). Then A1 ∪ A2
is (ε1 + ε2)-correctable.

Clearly, this result would not apply for a general noise model because in
that case the location of the errors is unknown and the statement has no
meaning. However, in the case of erasure noise it is pretty useful, because
it allows to prove correctability for regions possibly much bigger than the
(simply) connected regions for which we may be able to prove correctability
by other means.
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1.5 Stabilizer codes and threshold probability

An important class of quantum error correcting codes is given by stabilizer
codes. We give a few preliminary definitions:

Definition 1.5.1 (Pauli group). The Pauli group Gn of n qubits is defined
as the group with elements given by all the possible n-fold tensor products
of Pauli matrices, where each tensor-product factor can be independently an
I,X, Y or Z, together with multiplicative factors ±1,±i, where the group
operation is the matrix multiplication. We refer only to those elements with
a multiplicative factor +1 as Pauli operators (to conform to definition 1.1.7).

As an example, G1 = {±I,±iI,±X,±iX,±Y,±iY,±Z,±iZ},

G2 = { ± I ⊗ I, ±iI ⊗ I, ±X ⊗ I, ±iX ⊗ I, ±Y ⊗ I, ±iY ⊗ I, ±Z ⊗ I, ±iZ ⊗ I,
± I ⊗X, ±iI ⊗X, ±X ⊗X, ±iX ⊗X, ±Y ⊗X, ±iY ⊗X, ±Z ⊗X, ±iZ ⊗X,
± I ⊗ Y, ±iI ⊗ Y, ±X ⊗ Y, ±iX ⊗ Y, ±Y ⊗ Y, ±iY ⊗ Y, ±Z ⊗ Y, ±iZ ⊗ Y,
± I ⊗ Z, ±iI ⊗ Z, ±X ⊗ Z, ±iX ⊗ Z, ±Y ⊗ Z, ±iY ⊗ Z, ±Z ⊗ Z, ±iZ ⊗ Z}

(1.51)

Definition 1.5.2 (Stabilizer group). We say that a subgroup Sn of the Pauli
group Gn is a stabilizer group if it is abelian and it does not contain −I⊗n.

A stabilizer group can be compactly specified by m ≤ n independent
generators S1, . . . , Sm (i.e. the minimal number of elements such that any
other one can be expressed as a product of them) and we use the notation
Sn = 〈S1, . . . , Sm〉 to mean that Sn is generated by the set on the r.h.s.

Definition 1.5.3 (Local stabilizer code). We say that a family of stabilizer
codes with increasing system size n, where the qubits are distributed on a
lattice, is local if ∀n there exist sets of generators Gn = {S(n)

1 , . . . , S
(n)
mn} such

that each S ∈ Gn is geometrically local, i.e. S acts with an X, Y or Z over
qubits which are at a geometric distance from each other (in terms of lattice
spacing) upper bounded by a constant independent of n.

Regarding the following definition, note that every two elements in the
Pauli group can either commute or anticommute.

Definition 1.5.4 ((Error) syndrome). Given a Pauli operator P (in the fol-
lowing, we will often refer to Pauli operators as errors, except for the iden-
tity I⊗n), we define its (error) syndrome w.r.t. a given set of stabilizer gener-
ators {Si}mi=1 as the vector k = (k1, . . . , km), where ki is 1 if [Si, P ] = 0 and
−1 if {Si, P} = 0. We will also say that P is compatible with the syndrome k.

Definition 1.5.5 (Stabilizer code). Let H = (C2)⊗n and Sn be a stabilizer
group for n qubits. A stabilizer (quantum error correcting) code is given by
the simultaneous +1-eigenspace Π of the elements in Sn.
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One can show (see [9] for a discussion) that, if Sn has m independent
generators, it encodes n −m logical qubits, and that the distance d is given
by the smallest-weight operator which commutes with all the generators of Sn
and which is not contained in Sn.

There are two main types of recovery map for stabilizer codes: one is the
smallest-weight recovery map (sometimes referred to as the minimal-matching
recovery map) and the other one is the maximum-likelihood recovery map.
The second one can be easily understood: if the noise channel is an i.i.d. Pauli
channel (definition 1.1.9), we can assign to every Pauli operator a probability
to happen, and then it makes sense to suppose that the error which actually
happened was the most likely one compatible with the observed syndrome.
However, a smallest-weight recovery map is often used: for example, in the
case of the toric code [2, 3] by applying a long error-correction chain there
is a higher risk that we close non-trivial loops around the torus, hence it is
convenient to apply a small-weight one. Here we will describe and analyse this
second choice.

Definition 1.5.6 (Smallest-weight recovery map for stabilizer codes). Given a
stabilizer code Sn = 〈S1, . . . , Sm〉, defined over n qubits, suppose that for each
syndrome k there exists a unique smallest-weight Pauli operator Pk compatible
with it. Call Mk the projector onto the common ki-eigenspace of the Si,
i = 1 . . .m, i.e.

Mk = 2−m
(
1 + k1S1

)
. . .
(
1 + kmSm

)
. (1.52)

Then we define the smallest-weight recovery map R as the map:

R : B((C2)⊗n)→ B((C2)⊗n) (1.53)
R(ρ) =

∑
k

PkMkρMkPk. (1.54)

If the smallest-weight Pauli operator compatible with k is not unique, then
we choose one and define the smallest-weight recovery map w.r.t. that one. In
the following, assume for simplicity that it is unique.

It is easy to check that the operators {PkMk} form a valid set of Kraus
operators and that therefore R as defined is a quantum channel. First we have
that

(PkMk)†(PkMk) = MkP
2
kMk = Mk ≥ 0, (1.55)

being Mk a projector. Second, we can see that∑
k

(PkMk)†(PkMk) =
∑
k

Mk = 1. (1.56)

Notice also thatM1 = Π, where 1 := (1, . . . , 1) and Π is the code subspace
projector corresponding to S.
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Lemma 1.5.1. The smallest-weight recovery map can be expressed as:

R(ρ) =
∑
k

ΠPkρPkΠ (1.57)

Proof. Recall from the definition of the syndrome that if Pk is compatible
with k it means that [Pk, Si] = 0 if ki = 1 and {Pk, Si} = 0 if ki = −1. These
two equations can be expressed respectively as PkSiPk = Si and PkSiPk =
−Si, or equivalently as

PkSiPk = kiSi. (1.58)
It follows that

PkMkPk = 2−m
(
1 + k1PkS1Pk

)
. . .
(
1 + kmPkSmPk

)
(1.59)

= 2−m
(
1 + k2

1S1
)
. . .
(
1 + k2

mSm
)

= Π. (1.60)

Therefore
PkMk = ΠPk. (1.61)

Given a noise channel N , N (ρ) = ∑
iEiρE

†
i , if ρ is a code state (ΠρΠ = ρ),

then the action of the smallest-weight recovery map on N (ρ) can be expressed
as

R
(
N (ρ)

)
=
∑
ik

(
ΠPkEiΠ

)
ρ
(
ΠE†iPkΠ

)
. (1.62)

We will refer to this equation in the following subsection.
The problem with the smallest-weight recovery map (and not so differ-

ently for a maximum-likelihood one), is that it is difficult to compute it, in
the sense that finding the smallest-weight Pauli operator compatible with a
given syndrome is exponentially hard in the system size n (notice that it is a
classical problem). The practical solution is to use a classical algorithm which
finds a “small”-weight error (but not necessarily the smallest one) in a poly-
nomial amount of time. However, the performance of the recovery map may
be seriously compromised, so that it is really difficult in general to find a good
compromise, and it is not clear even when it is actually possible.

Definition 1.5.7 (Recovery algorithm). Given a stabilizer code, we call re-
covery algorithm any classical algorithm taking an error syndrome k (defini-
tion 1.5.4) as input and giving a Pauli operator compatible with k as output.

AQEC for stabilizer codes

In this section we will consider Pauli noise (definition 1.1.9), i.e. we take NP :=
(N 1

P )⊗n as noise channel, where

N 1
P (ρ) := (1− p) ρ+ pX XρX + pY Y ρY + pZ ZρZ. (1.63)

and p = pX + pY + pZ is the overall single-qubit error probability (defini-
tion 1.1.10). For simplicity, in the following we consider pX = pY = pZ = p/3.
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Theorem 1.5.1. Consider Pauli noise NP as above. A stabilizer code over n
qubits satisfies

min
ρ

F
(
R
(
NP (ρ)

)
, ρ
)
≥ 1− δn,p (1.64)

where the minimum is taken over code states ρ, where R is the smallest-weight
recovery map and

δn,p =
∑

w> d−1
2

gw(n)
(
n

w

)
pw(1− p)n−w. (1.65)

The distance of the code is d and gw(n) is the (system-size dependent) fraction
of errors with weight w which are not correctable by the smallest-weight recov-
ery map, i.e. it is the fraction of those Pauli operators P such that R(PρP ) 6= ρ
at least for some code state ρ.

Remark 1.5.1. The validity of the formula (1.65) is actually not restricted to
the smallest-weight recovery map but it applies to any recovery map whose
Kraus operators can all be expressed as Pauli operators.

Proof. By definition of Pauli noise the Kraus operators {Ei}4
n

i=0 of NP are

Ei =
(p

3
)wi

(1− p)n−wi Pi (1.66)

where wi is the weight of the Pauli operator Pi and i indexes all the Pauli
operators over n qubits.
By joint concavity of the fidelity, the minimum in (1.64) is achieved over pure
states ρ = |ψ〉 〈ψ|. In that case, for |ψ〉 in the code subspace, using (1.62)
and (1.66):

F
(
R
(
NP (|ψ〉 〈ψ|)

)
, |ψ〉 〈ψ|

)
= 〈ψ|R

(
NP (|ψ〉 〈ψ|)

)
|ψ〉 (1.67)

=
∑
ik

|〈ψ|ΠPkEiΠ|ψ〉|2 (1.68)

=
∑
ik

(p
3
)wi

(1− p)n−wi |〈ψ|ΠPkPiΠ|ψ〉|2 .

(1.69)

Then we have

min
|ψ〉

F
(
R
(
NP (|ψ〉 〈ψ|)

)
, |ψ〉 〈ψ|

)
≥
∑
ik

(p
3
)wi

(1− p)n−wi min
|ψ〉
|〈ψ|ΠPkPiΠ|ψ〉|2

(1.70)
Regarding the last term, notice first that for each i the sum over k reduces to
a single term because a Pauli operator is compatible with only one syndrome
and in the other cases it happens that {PkPi,Π} = 0, so that

〈ψ|ΠPkPiΠ|ψ〉 = −〈ψ|Π2PkPi|ψ〉 = −〈ψ|ΠPkPiΠ|ψ〉 , (1.71)
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which implies that such a term is 0 (we used Π2 = Π and Π |ψ〉 = |ψ〉). For the
remaining term (the one for which Pi is compatible with syndrome k) we have
that PkPi commutes with the code subspace projector Π, and in particular

|〈ψ|ΠPkPiΠ|ψ〉| = 1 if PkPiΠ = Π (1.72)
|〈ψ|ΠPkPiΠ|ψ〉| ≤ 1 if PkPi is a logical operator. (1.73)

The first case is the one in which the recovery map worked in the sense that
R(PiρPi) = ρ for every code state ρ. In the second one we have that the value
of |〈ψ|ΠPkPiΠ|ψ〉| depends on |ψ〉: for example, if PkPi = Z̄ (we use bars for
logical states and operators), then if |ψ〉 = |0̄〉 we get 1, but if |ψ〉 = |+̄〉 then
we get a 0. Because for stabilizer codes a Pauli operator commuting with the
code subspace projector and different from the identity on the code subspace
is either an X̄, Ȳ or Z̄ for at least one of the encoded qubits, then there is
always a state |ψ〉 which is mapped to a state orthogonal to |ψ〉 itself, similarly
to the previous example.
It follows that when we take the minimum in equation (1.70), then for each
term i we get either 1 if Pi is correctable or 0 if it is not. So

min
|ψ〉

F
(
R
(
NP (|ψ〉 〈ψ|)

)
, |ψ〉 〈ψ|

)
≥
∑
w

(p
3
)w

(1− p)n−wG̃w(n) (1.74)

where G̃w(n) is the number of Pauli operators of weight w which are cor-
rectable. Using the fact that the total number of Pauli operators over n qubits
for a given weight w is 3w

(n
w

)
, we get the statement of the theorem.

Threshold probability

We first give a general definition, then we give some results which apply in
general and some which are specific (but not necessarily restricted) to stabilizer
codes.

Definition 1.5.8 (Threshold probability). Consider a family of QECCs with
increasing system size n and an i.i.d. error model Nn,p = (N 1

p )⊗n admitting a
single-qubit error probability (definitions 1.1.5 and 1.1.10). We say that such
a family admits a threshold probability p̄ w.r.t. Nn,p if there exists a sequence
of recovery maps Rn such that:

lim
n→∞

min
ρ

F
(
Rn
(
Nn,p(ρ)

)
, ρ
)

= 1 ∀p < p̄ (1.75)

lim
n→∞

min
ρ

F
(
Rn
(
Nn,p(ρ)

)
, ρ
)
< 1 p = p̄ (1.76)

where the minima are taken over code states ρ.

Corollary 1.5.1. A family of stabilizer codes admits a threshold probability
w.r.t. Nn,p if there exists a p̃ such that

lim
n→∞

δn,p = 0 ∀p < p̃ (1.77)

where δn,p is defined by equation (1.65).
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We can ask now under which conditions a threshold probability exists.
Theorem 1.5.2. A family of QECCs with linear distance 2p̃n+1 has a thresh-
old probability w.r.t. Nn,p greater or equal to p̃.
Proof. Note that Nn,p is not necessarily a Pauli channel but here we will use
anyway the word weight for a Kraus operator (error) to indicate the num-
ber of its non-identity tensor product factors. The weight of such errors is
distributed according to a binomial distribution with average value np and
standard deviation

√
np(1− p). For p < p̃ the interval [np, np̃] contains a

number O(
√
n) of standard deviations, so that the integral of the binomial

distribution in [np̃,∞] goes to 0 for n→∞, which means that the probability
of having an error with weight exceeding the distance is asymptotically 0.

Hence, a linear distance is sufficient for the existence of a threshold prob-
ability, but for example the toric code [2, 3] shows that it is not necessary.
Theorem 1.5.3. Referring to equation (1.65), given a stabilizer code with
distance 2t(n) + 1, the following conditions are equivalent

lim
n→∞

δn,p = 0 ∀p < p̃ (1.78)

lim
n→∞

np̃∑
w=t(n)+1

gw(n)
(
n

w

)
pw(1− p)n−w = 0 ∀p < p̃. (1.79)

Hence a stabilizer code admits a threshold probability p̄ such that p̄ ≥ p̃ if
equation (1.79) holds for some p̃ > 0.
Proof. Necessity is clear because otherwise the entire sum up to n cannot go
to 0. Sufficiency follows from the fact that the sum from np̃+1 to n is anyway
going to 0 for p < p̃ similarly to the case of the previous theorem.

Definition 1.5.9 (Effective linear distance). Whenever a stabilizer code sat-
isfies (1.79) for some p̃ > 0, we say that it has an effective linear distance.

The above result shows that a code with sub-linear distance can still ad-
mit a threshold probability if gw(n) “boosts” the code to an effective linear
distance. That is one of the reasons why we claimed that the distance by itself
is not a very significant parameter. In principle it is also possible that a linear
distance code admits a higher effective linear distance.
Corollary 1.5.2. A sufficient condition for the existence of a threshold prob-
ability for a stabilizer code with distance d = 2t(n) + 1 is that there exists a
p̃ > 0 such that ∀p < p̃:

lim
n→∞

n gw(n)
(
n

w

)
pw(1− p)n−w = 0 ∀ t(n) + 1 ≤ w ≤ np̃. (1.80)

Notice that w is not taken fixed while taking the limit, because if the
distance is strictly increasing, then, if we take w fixed, by definition of distance
there always exists a finite n′ for which gw(m) = 0 ∀m ≥ n′, independently of
the fact that a threshold probability exists or not.
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Chapter 2

Entanglement
Renormalization

Tensor networks (for a review see [19]) are an efficient way to describe some
classes of quantum states. For example, for a system of n qubits the Hilbert
space is (C2)⊗n, which has dimension 2n, so that to specify a generic vector one
needs 2n coefficients: an exponential number in the system size. However, it is
possible to find more compact representations for specific states. Even in the
case in which an exact representation with few parameters is not possible, it
may still be possible to find an approximate representation which is efficient,
meaning that the tensor network does not represent precisely the state we
wanted, but an approximately equal state whose properties are very close to
the original ones (namely, average values w.r.t. observables of physical interest,
e.g. the energy).

We can represent quantum states via tensors because of the following ob-
servation. Consider a qudit, i.e. a quantum system whose Hilbert space H is
d-dimensional, and let {|i〉}di=1 be a basis of H (in the following we will always
consider qubits, but the argument holds for any finite d). Assume now that
the system of interest is made up of n qudits. Then a state |ψ〉 ∈ H⊗n can be
written as

|ψ〉 =
∑

i1,...,in

ψi1...in |i1 . . . in〉 (2.1)

where ψi1...in are some coefficients that we can view as the entries of a tensor
with n indices, each of which can take d values. Then taking the scalar product
〈ψ̃|ψ〉 corresponds to tensor contraction:

〈ψ̃|ψ〉 =
∑

i1,...,in, j1,...,jn

ψ̃j1...jnψi1...in 〈j1 . . . jn|i1 . . . in〉 (2.2)

=
∑

i1,...,in

ψ̃i1...inψi1...in . (2.3)

An example in which such a tensor has a simpler structure and can be
represented by possibly much fewer parameters than dn is the case of Matrix
Product States (MPS) for 1-dimensional systems [20] (see figure 2.0.1): in this
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l1

i1

m1 m2

i2

Figure 2.0.1: a) A 3 tensor is represented with three legs, each one corresponding to
a different index (we will often omit such indices). b) Connecting two legs implicitly
means that we are contracting the corresponding indices. c) An MPS is obtained by
joining many smaller tensors. The first and last index also form a bond when we take
periodic boundary conditions.

case, by definition, ψi1...in can be written as a product of n matrices A(j) which
carry an extra index ij (hence they are really 3-tensors and not matrices), such
that, assuming periodic boundary conditions,

ψi1...in = Tr (A(1)
i1
. . . A

(n)
in

). (2.4)

Without periodic boundary conditions the first and last matrix are respectively
a row and a column vector. If all those matrices are D ×D, then the tensor
is given overall by nD2 independent coefficients, which is a linear number in
the system size, instead of exponential. Moreover, if the system possesses
translational invariance, then such a number reduces just to D2 because all
those matrices would be equal to each other.

The indices i1, . . . , in are called the physical indices, whereas the indices
lj ,mj of the matrices A(j) = (A(j)

ljmj
)ljmj are called the virtual indices. Hence

an MPS can be decomposed in smaller tensors A(j)
ij

which we can represent
with three legs (see figure 2.0.1), where one leg represents the physical index ij
and the other two represent the virtual indices mj , lj . Whenever we connect
two legs, we say that there is a bond between the corresponding tensors. A
bond represents a contraction of the indices corresponding to the two legs,
i.e. we set the two indices to be equal and we sum over them.

MPS have proven to be very useful in simulating 1-dimensional non-critical
systems, specifically their ground states [21]. However, they are not defined in
higher dimensions and they fail to accurately represent 1-dimensional critical
systems. There have been different approaches to overcome these obstacles by
defining other types of tensor networks: one example are Projected Entangled
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Pairs in higher dimensions (PEPS, [22]), whereas the Multi-scale Entangle-
ment Renormalization Ansatz (MERA, [4, 5]) works quite well in simulating
1-dimensional critical systems and can be used also in higher dimensions. In
this and in the following chapters we will focus only on MERA.

Here we summarize some properties of MERA which are useful especially
for its application in condensed matter physics. They are discussed in detail
in [5]:

1. efficient contractibility: expectation values of local observables can be
computed efficiently (because reduced density matrices over a few sites
can be computed efficiently);

2. versatility w.r.t. lattice structure, topology and number of dimensions;

3. built-in support to the area law for the entanglement entropy in any
dimension and to the logarithmic scaling of the entanglement entropy in
1D; power law decay of correlation functions;

4. symmetries are easy to be included in the description.

2.1 The Multi-scale Entanglement Renormalization
Ansatz

We will start by defining the structure of a MERA and subsequently discuss
about its usage.

A MERA is a tensor network, sometimes called holographic because the
tensors in a MERA do not reproduce the lattice geometry as it is the case of
MPS and PEPS, but they are organised in levels or layers, and one can think
of these levels as defining an “emergent” dimension or, as we will call it, a
renormalization scale. These levels can be described as mapping a lattice at
some scale to a new lattice at a larger one, as we will formalise in section 2.2.
We index the levels of a MERA from 0 at the bottom to some s at the top.
Here we will describe a 1D binary MERA for simplicity (see figure 2.1.1),
but the construction can be easily generalised. We will also consider periodic
boundary conditions, but open boundary conditions can be described by a
MERA as well.

The building blocks of a (binary) MERA are the following tensors (see
figure 2.1.2 for some more general examples):

1. Disentanglers: two-body unitaries mapping a state over two sites to an-
other state over those two. As we shall explain, such unitaries are called
in this way because in condensed matter applications their function is to
remove local entanglement, going from the bottom of the network to the
top (whereas of course they introduce it going in the other direction).

2. Isometries: recall that an isometry V : H′ → H is a map such that
V †V = 1H′ . In this case H is is the Hilbert space of two neighbouring
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W1

W2

W

0

1

s− 1

s

Physical or bottom level

Logical or top level

Renormalization
scale

Maps Wj from level j
to the lower one

2

Figure 2.1.1: An example of a MERA with s levels, where here s = 4. More
specifically, we show a 1D binary MERA with 2-to-2 body disentanglers (the crosses)
and 1-to-2 body isometries (triangles). We also draw a 1-to-2 top tensor as an example.
We assume periodic boundary conditions, so the dotted line of a disentangler on the
right corresponds to the solid line of the corresponding disentangler on the left, and
vice-versa.

sites at some level and H′ is the Hilbert space of a single site one level
higher. In the renormalization direction (from bottom to top) we are
applying V †.

3. A top tensor which may vary depending on the network considered: in
condensed matter physics it is usually an isometry T for which T † is
mapping the whole second to last level to a 1-dimensional Hilbert space,
i.e. the MERA represents a single state, whereas in the quantum error
correction perspective T † maps to the Hilbert space of k sites at the top,
whose state is not fixed, and the MERA then represents a subspace of
states instead of just one. In section 2.2 and chapter 3 those k sites will
be the logical qubits.
Often the top tensor can be just a combination of disentanglers and
isometries, with the same structure of the rest of the network: in such a
case we will say that there is a trivial top tensor.

The network is then constructed using the above building blocks: starting
from the bottom, there is a layer of disentanglers followed by one of isometries;
we call level of the MERA the combination of these two layers. Then, similarly,
we add layers of disentanglers and isometries till reaching one level before what
we want to be the top of the network. Finally we add the top tensor, if there
is a non-trivial one, otherwise we just add a final layer of disentanglers and
isometries.

Notice that in principle all disentanglers can be different from each other
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Isometry:

Disentangler:

Top tensor:

a)

b)
|ϕ〉
INPUTINPUT

OUTPUTOUTPUT

Isometry Unitary

Figure 2.1.2: a) A few graphical examples of what can be taken as the geometric
structure of isometries, disentanglers and top tensors. For example, the isometry can
be taken as a 1-to-2 body map or as a 1-to-3 map. b) A 1-to-2 body isometry is equal
to some 2-to-2 unitary with a fixed input state |ϕ〉.

and the same holds for the isometries, however in practice one often picks
them all equal to each other, either to simplify the description of the network,
or because there is a specific physical motivation (we define such a MERA as
scale-invariant in definition 3.1.1).

It will be useful for the following to see that in this setting an isometry V
can be viewed as a unitary with one input state which has been fixed (see
figure 2.1.2): V |ψ〉 = UV (|ψ〉 ⊗ |ϕ〉) for some unitary UV . As a standard
choice, for qubits we choose the state |ϕ〉 to be |0〉, i.e. the +1-eigenstate of
Pauli Z.

Definition 2.1.1 (Unitary extension). We call UV the unitary extension of
the isometry V . Given a MERA, we call its unitary extension the network with
the same structure constructed using the same disentanglers and the unitary
extensions of the isometries and of the top tensor (see also figure 2.1.3).

Renormalization map and causal cones

We will say that going from some level to one level higher is completing one
renormalization step. One level of the MERA, which is made up of a layer
of disentanglers and one of isometries, is just an isometry Wj : Hj → Hj−1
overall, mapping the Hilbert space Hj of the full lattice at level j to the
Hilbert space Hj−1 one level lower. Hence, in one renormalization step we are
applying W †j : Hj−1 → Hj .

Definition 2.1.2 (Renormalization map). For a MERA we define the renor-
malization map (E∗)jj−1 from level j−1 to level j as (E∗)jj−1 : Oj−1 7→W †jOj−1Wj ,
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|0〉

|0〉 |0〉 |0〉 |0〉

|0〉 |0〉

|0〉 |0〉 |0〉 |0〉 |0〉 |0〉 |0〉

Figure 2.1.3: Unitary extension of the MERA in figure 2.1.1, neglecting the top
tensor for simplicity of the representation (it can also be unitarily extended).

where Oj−1 is an operator acting on Hj−1 (the star will be clear in the follow-
ing). We call O′j := W †jOj−1Wj the renormalized operator. In particular we
can renormalise density matrices ρj−1; then, a pure state |ψj−1〉 is mapped to
|ψ′j〉 := W †j |ψj−1〉 and we call it the renormalised state.

We can draw tensor network diagrams representing the action of the renor-
malization map and describing pictorially the operations involved. We drawO′j
in figure 2.1.4. We can see that if an operator is supported on a limited num-
ber of sites, then the structure of the MERA allows to simplify a lot the
computations that one has to do: whenever a disentangler is contracted with
its adjoint, it gives the identity, and similarly for the isometries. The tensors
which do not simplify are those which have one or more legs connected to the
operator O, or those which are connected to other tensors with such property.
It is convenient to define the past causal cone (see also figure 2.1.5).

Definition 2.1.3 (Past causal cone). Let G(j) = {g(j)
1 , g

(j)
2 , . . . } be a set of

sites belonging to the lattice at level j. For each site g(j)
i ∈ G(j) consider

the bonds of the tensor network connecting it to other sites g(j+1)
i,1 , g

(j+1)
i,2 , . . .

one level higher in the network, and define a set G̃(j+1)
i = {g(j+1)

i,1 , g
(j+1)
i,2 , . . .}.

Define G(j+1) := ⋃
i G̃

(j+1)
i and repeat the procedure for G(j+1) till the top

of the network at level s. The past causal cone CG(j) of G(j) is defined as
CG(j) := ⋃s

k=j+1G
(k).

We can see that, given an operator Oj supported on a set of sites G(j),
the tensors that do not automatically simplify when we renormalise Oj , pos-
sibly up to the top of the network, are precisely those connected to the sites
belonging to the past causal cone of G(j).
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Oj−1 =

=

=

O′j

Wj

W †
j

Figure 2.1.4: Given some operator Oj−1 acting on level j − 1, for example non-
trivially supported on 4 qubits, we represent pictorially the computations needed to
compute the renormalized operator O′j = W †JOjWj at level j (vertical straight lines
represent an identity). The upper layer in the second line is Wj and the lower one
is W †j . We observe that there are many immediate cancellations thanks to the fact
that the building blocks of the network are unitaries or isometries.

Region A

Region B

a)

b)

Figure 2.1.5: Examples a) of the past causal cone of region A and b) of the future
causal cone of region B (the two qubits circled)
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An important property of the past causal cone is that it shrinks expo-
nentially in width, where the width is measured in terms of lattice spacing.
This is related to the fact that the number of sites is exponentially decreasing
level by level in the renormalization direction (because for example in a binary
MERA two sites are mapped to one). However, because of the disentanglers,
the past causal cone of a connected region A of |A| sites does not really have
size |A| /2 one level higher, but |A| /2 +O(1). Hence after s levels the width
has become |A| /2s + O(s). We will often ignore the correction O(s): if we
want A to “collapse” to O(1) width, we do not really need just O(log2(|A|))
renormalization steps but this number plus a few more. However, in the limit
of large system sizes it is not so important.

In a similar way, we also define the

Definition 2.1.4 (Future causal cone). Let F (j) = {g(j)
1 , g

(j)
2 , . . . } be a set

of sites belonging to the lattice at level j. For each site g(j)
i ∈ F (j) consider

the bonds of the tensor network connecting it to other sites g(j−1)
i,1 , g

(j−1)
i,2 , . . .

one level lower in the network, and define a set F̃ (j−1)
i = {g(j−1)

i,1 , g
(j−1)
i,2 , . . . }.

Define F (j−1) := ⋃
i F̃

(j−1)
i and repeat the procedure for F (j−1) till the bottom

of the network at level 0. The future causal cone FF (j) of F (j) is defined as
FF (j) := ⋃j−1

k=0 F
(k).

Notice that, contrary to the past causal cone, the width of the future one
increases exponentially going from the top to the bottom of the network.

2.2 MERA in condensed matter and quantum error
correction

In the next paragraph we explain why MERA was developed and what the
main ideas, making it a good approximation for certain classes of quantum
many-body states, are. After that paragraph, we abandon this perspective for
the remainder of this work and we explain how MERA can also represent a
quantum error correcting code (we will further expand and formalise this at
the beginning of chapter 3).

MERA as a multi-scale description of quantum many-body sys-
tems

Here we present MERA and the optimization of disentanglers and isometries
as it has been done originally by Vidal [4]. The idea is that we have a quantum
many-body system defined on a lattice and that we are given some state, gen-
erally the ground state of such a system. Suppose that we want to compute
average values of observables, especially local observables. For many models
one cannot get analytical solutions and so one has to exploit numerics. How-
ever, a pure state or more generally a density matrix of a many-body system
is described by a number of coefficients whose number is exponential in the
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system size, so that even just matrix multiplication is a task which requires a
great computational power. Finding efficient representations for at least some
states would be desirable, possibly at the cost of sacrificing a little bit of the
precision with which one can compute the average values of interest for those
states (but not too much).

In this picture MERA can be described as a coarse-graining map, or renor-
malization group transformation, mapping a state |ψ〉 on the physical lattice
to a state |ψ′〉 on another one with fewer sites, representing the physical one
looked from a larger scale. At the same time we are also going to renormalise
operators from one scale to the other (the levels according to the terminology
of the previous section). The coarse-graining transformation is required to
have the property ∣∣〈ψ|O|ψ〉 − 〈ψ′|O′|ψ′〉∣∣ ≤ ε, (2.5)

where |ψ〉′ , O′ are the renormalised objects and ε should be “small” w.r.t. the
precision with which we want to compute 〈ψ|O|ψ〉 for the observables O of
interest. Moreover, we want that the approximation remains small under
successive iteration of the renormalization procedure, till we get a lattice with
so few sites that we can easily carry out computations with the coarse-grained
state.

Consider a 1-dimensional physical lattice L, with Hilbert space

VL =
⊗
s∈L

Vs (2.6)

where s labels the sites in L and Vs is a finite dimensional Hilbert space.
Let |ψ〉 ∈ VL. Group neighbouring sites in L in blocks of m sites (in the
following we will always use m = 2, but the construction can be done with
arbitrary m). Call Bs′ one of such blocks, labelled by a block index s′, and let
VBs′ = ⊗

s∈Bs′ Vs.
We want to define a new lattice L′ with

VL′ =
⊗
s′∈L′

V′s′ (2.7)

and an isometry
w : V′s′ → VBs′ , w†w = 1V′s′ (2.8)

with image w(V′s′) =: SBs′ ⊂ VBs′ , where V′s′ is a Hilbert space with dimension
dim V′s′ ≤ (dim Vs)|Bs′ |. The crucial point is actually the one of choosing the
subspace SBs′ in an appropriate way. In order to get a good approximation, we
need states in SBs′ to be “good” representatives of |ψ〉. But this is not enough:
notice that the dimension of SBs′ can be as large as (dim Vs)|Bs′ |: if this is the
case, we can rewrite |ψ〉 at another scale, using much fewer sites, but all the
information and so all the complexity of the computational problem would
still be there, hidden in the dimension of the Hilbert space of those few sites.
Therefore, another constraint which should be imposed on the renormalization
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Figure 2.2.1: Instead of acting directly with the isometry w over the sites s1 and s2,
the idea of Vidal was to insert the disentanglers u1 and u2 in between.

map is that the dimension of SBs′ does not grow “too much” or that it remains
possibly constant.

Now there are two main ideas in the MERA construction. The first one
comes from White’s density matrix renormalization group (DMRG) [23, 24]:
consider the reduced density matrix ρBs′ = TrL\Bs′ |ψ〉 〈ψ| over a block and
diagonalise it:

ρBs′ =
∑
k

pk |φk〉 〈φk|Bs′ . (2.9)

Order the eigenvalues {pk} in decreasing order, p0 ≥ p1 ≥ . . . , and consider
the N highest ones such that

N−1∑
k=0

pk ≥ 1− ε (2.10)

for some truncation error ε fixed in advance. Then SBs′ is defined as the span
of the N eigenvectors corresponding to such eigenvalues.

However, it was noticed that there were cases in which this approach
was not enough to get a good approximation because of the accumulation
of local entanglement under multiple renormalization steps [4], so the sec-
ond main idea in MERA is to introduce disentanglers, as proposed by Vidal
in the same paper. For simplicity we consider a transformation in 1D in
which 2 sites are renormalised to 1 by an isometry w : Vs1 ⊗ Vs2 → VB1′ . Let
r1, s1, s2, r2 be four contiguous sites, as in figure 2.2.1, and let ρ{r1,s1,s2,r2} =
TrL\{r1,s1,s2,r2} |ψ〉 〈ψ|. We require the disentanglers

u1 : Vr1 ⊗ Vs1 → Vr1 ⊗ Vs1 (2.11)
u2 : Vs2 ⊗ Vr2 → Vs2 ⊗ Vr2 (2.12)

to be such that the Ñ highest eigenvalues of

ρ̃{s1,s2} = Tr{r1,r2}
(
(u1 ⊗ u2)ρ{r1,s1,s2,r2}(u

†
1 ⊗ u

†
2)
)

(2.13)

satisfy
Ñ−1∑
k=0

p̃k ≥ 1− ε (2.14)
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where Ñ < N and N is the same as in equation (2.10) with Bs′ = {s1, s2}.
We can see that N or Ñ are related to the Schmidt rank of |ψ〉, which

can be taken as a measure of entanglement which can be easily computed
numerically. Call A = {s1, s2}, B = {r1, r2} and C = L \ AB. Then |ψ〉 has
a Schmidt decomposition

|ψ〉 =
∑
k

√
pk |φk〉A ⊗ |ϕk〉BC (2.15)

for some vectors {|ϕk〉BC} and the number of non-zero terms in the sum is
called the Schmidt rank. Note that if the Schmidt rank is 1, then there is no
entanglement between A and BC, and that is the reason why the Schmidt rank
can be taken as an entanglement measure (one could consider the entanglement
entropy of ρA, but the condition above often seems to be more convenient in
practice). Hence Ñ < N often corresponds to a less entangled state between
A and BC.

MERA as a quantum error correcting code

Given a state |ψ〉 of some quantum system, it is not clear in general how to
choose appropriate disentanglers (and isometries), so that many algorithms
(for example [25]) have been developed to optimize their choice. In this work
we are not going to take this point of view, but we will choose some disentan-
glers and isometries (or assume that they satisfy some properties) and then
check what the quantum error correcting capabilities of the corresponding
MERA are, or more precisely of the subspace of states it represents. We will
consider a MERA with s levels and with qubits at each site: we call physical
qubits the n ones at the bottom and logical qubits the k at the top.

Therefore, whereas in the previous paragraph we wanted to find disentan-
glers such that (2.5) was satisfied, here we are interested precisely in those
states for which ε = 0, i.e. those for which

〈ψ|O|ψ〉 = 〈ψ′|O′|ψ′〉 (2.16)

It is easy to characterize such states. As we have already said, the j-th level of
the MERA is just an isometry Wj : Hj → Hj−1 overall, mapping the Hilbert
space Hj of the lattice at level j to the Hilbert space Hj−1 one level lower.
For a MERA with a total of s levels, call W : Hs ∼= (C2)⊗k → H0 ∼= (C2)⊗n
the map W := W1 . . .Ws. Then for a state |ϕ〉 ∈ Hs, we define |ϕ̄〉 := W |ϕ〉.
We can easily check that these are the states we are looking for:

〈ϕ̄′|O′|ϕ̄′〉 = 〈ϕ̄|WW †OWW †|ϕ̄〉 (2.17)
= 〈ϕ|W †W︸ ︷︷ ︸

1Hs

W †OW W †W︸ ︷︷ ︸
1Hs

|ϕ〉 = 〈ϕ̄|O|ϕ̄〉 . (2.18)

If we now take a density matrix ρ supported on Hs, it is mapped to a
density matrix on H0 according to ρ 7→WρW †.
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Definition 2.2.1 (Encoding map). We call the map E : B(Hs) → B(H0),
defined as

E(ρ) = WρW †, (2.19)

the encoding map.

Notice that E is an isometric quantum channel and hence it can be used as
an encoder for a quantum error correcting code (which is its image) according
to definition 1.1.2. Moreover, the renormalization map E∗ in definition 2.1.2
is just the dual channel (definition A.0.2) of E , and this justifies our choice of
notation for E∗.

It is interesting to consider the physical implementation of the isometries
in the MERA, in order to realise that we can view MERA as a quantum circuit
(see figure 2.1.3), mapping the logical states at the top (input of the circuit)
to encoded physical states at the bottom (output). Indeed, as we have already
said in section 2.1, an isometry V can be viewed as a unitary UV acting on
a bigger space, where one of the input states is fixed: V (·) = UV ( · ⊗ |0〉).
Hence, considering the unitary extension of all the isometries in the MERA,
we get a (unitary) quantum circuit of depth s and width n, which is what we
called the unitary extension of the MERA (definition 2.1.3).

We stress that every isometric quantum channel can be seen as a quantum
circuit and that its dual may be called a “renormalization map”. The point
is that for a MERA they have a peculiar structure, and that will allow us to
prove some results in the following (picking a few more assumptions).

2.3 Examples: the Ising chain and the toric code

The Ising chain

Consider a 1D chain of n = 2s qubits (spin 1/2 particles), with periodic
boundary conditions. The Hamiltonian

H = −
n−1∑
i=0

ZiZi+1, (2.20)

where Zi is Pauli Z acting on the i-th qubit and where we set Zn ≡ Z0, has a
2-dimensional degenerate ground subspace spanned by the states

|000 . . .〉 , |111 . . .〉 . (2.21)

We can see that this subspace admits a simple MERA representation, drawn
in figure 2.3.1, where the disentanglers are simply the identity. In this case
the representation is called a tree tensor network. The unitary extension of
the isometries is a CNOT with the left qubit always chosen to be the control
qubit and the right one the target qubit. The isometries are then given by
such a unitary with the target qubit at the higher level fixed to |0〉. In the
following, we refer to the unitary extension of the Ising MERA.
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|0〉

|0〉 |0〉

|0〉

0

1

2

3

|0〉

= CNOT
(
(·)⊗ |0〉

)

a) b)

CONTROL
QUBIT

TARGET
QUBIT

|0〉 |0〉 |0〉

Figure 2.3.1: a) MERA representation (unitarily extended) of the Ising chain ground
subspace. The state |000 . . .〉 (all spins up) is obtained by picking |0〉 as input state
for the top free index, whereas |111 . . .〉 is obtained picking |1〉. b) The building block
of the Ising MERA is a CNOT as shown here.

It will be useful to consider the action that conjugation by CNOT has
on Pauli operators. Notice that, in order to specify its action on any Pauli
operator, it is enough to specify it on a set of generators of the Pauli group
(definition 1.5.1):

1⊗ Z 7→ Z ⊗ Z (2.22)
Z ⊗ 1 7→ Z ⊗ 1 (2.23)
1⊗X 7→ 1⊗X (2.24)
X ⊗ 1 7→ X ⊗X, (2.25)

where the first qubit is the control qubit and the second one is the target
qubit.

We can also rephrase the setting in terms of stabilizer codes (section 1.5).
Indeed, the ground subspace of H is a stabilizer code, where the stabilizer gen-
erators are given by {ZiZi+1}n−2

i=0 . Notice that we keep one term less than the
ones in the Hamiltonian because, thanks to the periodic boundary conditions,
we get the constraint

n−1∏
i=0

ZiZi+1 = I⊗n, (2.26)

which means that there are n−1 independent generators, so that the dimension
of the code subspace is 2n−(n−1) = 2, as it should be.

Therefore, we have to show that states encoded by the above MERA are
eigenstates with eigenvalue +1 of all the stabilizer generators. To do that,
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Z |0〉

a)

Z |0〉

b)

Z Z Z Z

Z Z

|0〉

|0〉

|0〉 |0〉

|0〉

|0〉 |0〉 |0〉

|0〉 |0〉

|0〉

|0〉 |0〉

Figure 2.3.2: a) ZZ as shown is renormalized to a single Z on one of the decoupled
qubits because CNOT (Z⊗Z)CNOT = I⊗Z. b) Similarly, ZZ in the other position
is renormalized to ZZZ, but Z |0〉 = |0〉 and so we can say that it is effectively
renormalized to ZIZ.

recall the so-called Heisenberg representation for quantum circuits [26]: con-
sider a unitary U and an arbitrary operator N ; for any state |ψ〉 we have the
trivial identity:

UN |ψ〉 = (UNU †)U |ψ〉 (2.27)

which means that to know the action of N on |ψ〉, followed by U , it is enough
to know the action of UNU † on U |ψ〉 (it can be easier!). In particular, |ψ〉 is
an eigenvector of N if and only if U |ψ〉 is an eigenvector of UNU †. Here we
take N as one of the generators and U as the unitary mapping the physical
level to level 1, i.e. as the adjoint of the unitary extension of W1. From the
transformation shown in figure 2.3.2, we can see that half of the generators
are mapped to a single qubit Z on one of the decoupled |0〉 states, which is
their +1-eigenstate. Any of the remaining generators is similarly mapped to
a single qubit Z at some higher level, hence this proves our statement.

The toric code

We can now understand the more complicated example of the toric code [2],
whose MERA representation has been first given in [6] by Aguado and Vidal.
In this case the network is 2-dimensional and each disentangler and isometry
acts on a block of 16 qubits. There will be also a non-trivial top tensor.

Recall that the toric code is a stabilizer code defined in this way:

• Lattice: qubits are arranged on an L×L square lattice and they occupy
the edges; moreover, we take periodic boundary conditions in all direc-
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tions, which means that the lattice has overall the geometry of a torus
and there are 2L2 qubits in total;

• Stabilizer generators: we divide them into two classes. The star oper-
ators are products of 4 Pauli X acting on the 4 qubits connected to a
vertex of the lattice, whereas the plaquette operators are products of 4
Pauli Z acting on the 4 qubits laying on the edges of one of the small
squares forming the lattice, called a plaquette. Thanks to the boundary
conditions, the product of all star operators is the identity and the same
holds for the plaquette operators, hence there are 2L2 − 2 independent
generators, which means 2 encoded qubits.

It is easier to understand the construction of this example if we describe
it in the encoding direction, i.e. if we iteratively add new levels at the bottom
of the MERA network. We want each level to represent a valid toric code,
satisfying all the required star and plaquette operator constraints. Moreover,
logical operators (non-trivial cycles around the torus) should be mapped to
logical operators.

Following figure 2.3.3, we start with a toric code with lattice spacing 2a
and we add qubits in decoupled states |0〉 and |+〉 forming a new lattice with
lattice spacing a (we consider |+〉 states for convenience but we may just
take |0〉’s and add a Hadamard transformation to the isometries). Then we
need to entangle those qubits with the old ones in an appropriate way; for
that we use disentanglers and isometries constructed just from CNOT’s as in
figure 2.3.4. Notice that the |0〉 and |+〉 states are stabilized by Z and X
respectively. The CNOT always maps Pauli operators to Pauli operators,
as it is clear from (2.22), so those trivial stabilizers will be mapped to new
stabilizers on the new lattice. We can compute them by repeated conjugation
by CNOTs, getting table 2.3.1. Some X’s are mapped to products of two star
operators but it is not a problem because there is always another X which is
mapped to one of the two factors. One can also check that the mapping of
the old toric code stabilizers gives exactly those which together with the ones
in table 2.3.1 form a complete set of star and plaquette operators for the new
toric code. Moreover, it also holds that logical operators are mapped to logical
ones [6].

Notice that such a construction works for a minimum of 16 qubits, i.e. we
need to start from a toric code defined on a 4× 4 lattice in order to encode it
in larger and larger lattices. Therefore, we need to fix the 14 stabilizer gener-
ators at the top and restrict to states which are their common +1 eigenspace.
Equivalently, in terms of MERA we can say that we need a top tensor given
by a 16-body unitary which has 14 of its inputs fixed to some decoupled state
that can always be taken to be |0〉. Because we have to remain with two qubits
at the top, this tensor cannot be given by a combination of the disentanglers
and isometries composing the rest of the network, but its exact form does not
really matter and we can just talk about the stabilizers that are fixed at the
top, whenever it is more convenient.
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a) b)

c) d)

Figure 2.3.3: a) We represent just a part of a square lattice over which we have a
toric code. The full-black qubits are not evenly spaced in the figure for convenience.
b) New ancillas (in green) are inserted in state either |0〉 or |+〉, in such a way to
form a new lattice with the lattice spacing halved (in [6] it is specified which ones
are added in state |0〉 or |+〉). c) In the encoding direction, we apply first the four
tilted red squares representing the isometries, and then we apply the disentanglers.
We draw just one in the middle in orange but there are also others bordering with it.
d) We choose to put the disentangler at a higher level as represented here. Remember
that at the higher level the decoupled ancillas are removed and there are only the
full-black qubits left.
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= CNOT from control to target qubit

disentanglerisometry II stepisometry I step

Figure 2.3.4: Isometry and disentangler for the toric code in the encoding direction.
Notice that the two steps of the isometry do not commute. In the renormalization
direction they are reversed and, as a last step, the ancillas are projected onto the
“original” states |0〉 and |+〉.
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Figure 2.3.5: Numbering of the qubits we use throughout this work for the toric
code.

43



Table 2.3.1: This table shows where the trivial stabilizers of the decoupled
ancillas |0〉 and |+〉 are mapped, one level lower in the network. The numbering
refers to figure 2.3.5.

Qubit number Stabilized by Mapped to Notes

5 X X1X5X9X16 Star op.
6 X X6X10X2X31X32X12 Product of star op.
7 X X7X12X3X13 Star op.
8 X X4X15X8X13X33X34 Product of star op.
9 Z Z1Z19Z9Z29 Plaquette op.
10 Z Z10Z5Z9Z6 Plaquette op.
11 X X11X12X32X31 Star op.
12 Z Z12Z7Z6Z11 Plaquette op.
13 Z Z13Z14Z8Z7 Plaquette op.
14 X X14X13X33X34 Star op.
15 Z Z15Z16Z5Z8 Plaquette op.
16 Z Z1Z17Z36Z16 Plaquette op.

Remark 2.3.1. There is no need to fix the position of the disentanglers at
a higher level relative to the position of the disentanglers one level lower to
achieve the right mapping (except for the fact that the disentanglers should
be centered on a vertex of the lattice). However, as a convention we decide to
put the new disentangler centered on top of the old one (see figure 2.3.3d). We
will make some statements that depend on this choice in their specific content,
but not qualitatively.
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Chapter 3

MERA Codes: Correctability
of Erasure Noise

Here we present and discuss some of the results which have been derived by
Kim and Kastoryano in [7]. They consider families of approximate quantum
error correcting codes where the encoder is given by certain classes of MERA
and, exploiting the local structure of the tensor network, they prove that
erasure errors involving not too large regions are locally correctable in the
sense of section 1.4. A lower bound on the code distance is then derived. We
stress that here the notion of correctability refers to erasure errors, while the
performance of the code against arbitrary errors cannot be probed with the
following methods.

First we re-introduce and further formalise the quantum error correction
(QEC) perspective on MERA. We saw in section 2.1 that in condensed matter
physics MERA has been introduced as a way to efficiently represent a quan-
tum many-body state (containing a not-too-high degree of entanglement) by
repeated coarse-graining of the lattice structure, while preserving the relevant
properties of the state of interest – specifically, average values of local observ-
ables. Given a state |ψ〉 on the physical Hilbert space and an operator O
acting on it, and denoting by |ψ′〉 and O′ the corresponding renormalized ob-
jects, the hope in condensed matter physics is that 〈ψ|O|ψ〉 ∼= 〈ψ′|O′|ψ′〉 if the
MERA representing |ψ〉 was properly constructed and optimized.

In QEC we are interested precisely in those states for which equality holds.
We will consider, consequently, not MERAs representing a single state, as it
is often the case, but MERAs representing entire subspaces, leaving free k
indices at the top. When we look at MERA as a quantum circuit, we use
those indices as input and then the circuit outputs an encoded state on the
physical indices at the bottom.

To be more concrete, referring to figure 2.1.1, we consider a system of
size n where the physical degrees of freedom are taken to be qubits (it is
enough that the dimension of the local Hilbert space is finite, but for simplicity
we will consider qubits). We introduce a renormalization scale from 0 to
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s = log2(n/k), where we refer to 0 as the physical level or bottom of the
network, whereas s is the logical level or top of the network. A full layer of
disentanglers and isometries is just an isometry overall, and we will denote it
by Wj , mapping level j to level j − 1. Then the MERA when it is run from
top to bottom is justW := W1 . . .Ws, mapping logical states in Hs to physical
states in H0. If we consider density matrices, then such a mapping is given
by E(ρ) := WρW †, which is an isometric quantum channel that we call the
encoding map (definition 2.2.1).

Thus we can consider quantum error correcting codes (QECC) where the
encoder E has the structure of a MERA. The code subspace Cs ⊂ H0 is then
the image of Hs under W , i.e. Cs = {W |ψs〉 = W1 . . .Ws |ψs〉 : |ψs〉 ∈ Hs}.
Moreover, it follows then that the renormalization map E∗, which is given by
E∗(·) = W †(·)W (definition 2.1.2), is just the dual of the encoder and so it
can be used to track, up to the logical level, the action of the operators (the
“errors”) acting on the physical system. In particular, notice that if |ψ〉 ∈ Cs,
then it can be renormalised exactly, in the sense that there exists a |ψs〉 such
that |ψ〉 = W |ψs〉 and

〈ψ|O|ψ〉 = 〈ψs|W †OW |ψs〉 = 〈ψs|E∗(O)|ψs〉 = 〈ψs|O(s)|ψs〉 (3.1)

where we defined E∗(O) = O(s). Equation (3.1) means that the average value
of O is the same if we compute it on the physical level or using the renormalized
quantities on the logical one. In general we use the notation (E∗)s2

s1(O(s1)) =
O(s2) to indicate the renormalization of an operator acting on level s1 up to
level s2 ≥ s1.

Definition 3.0.1 (MERA codes). A MERA code is a QECC where the en-
coder is given by an isometry W which has the structure of a MERA.

3.1 Elementary blocks and transfer operator(s)

Following [7], we consider a MERA with a uniform structure at all length
scales, which will simplify the analysis and allow for an easy construction
of MERAs of the same type but with a different number of levels, which
corresponds to a family of QECCs for systems of larger and larger sizes.

Definition 3.1.1 (Scale-invariant MERA). A MERA is scale-invariant if all
the disentanglers at all length scales are equal to each other and if the same
holds also for the isometries.

We point out that the fact that the tensor network is scale invariant does
not mean that it describes a critical system: the toric code [2, 3] has a scale-
invariant representation (section 2.3, [6]) but it corresponds to a system which
is gapped. We may say, however, that a system represented by a scale-invariant
MERA is a scale-invariant system.
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As we noticed in section 2.1, the size of the past causal cone (defini-
tion 2.1.3) corresponding to some region of the physical lattice shrinks ex-
ponentially till it becomes of O(1) size and then it remains constant. Based
on this observation we define:

Definition 3.1.2 (Elementary blocks). Let B be a block of contiguous sites
at some level in the MERA. Consider all the sites one level higher in the
network which are connected to sites in B via the bonds of isometries and
disentanglers. If they form a block B′ of contiguous sites such that |B| = |B′|,
then we say that B is an elementary block.

For an operator Oelem : HBel → HBel supported on an elementary block Bel
we can write its extension on the full lattice as 1 ⊗ . . . ⊗ 1 ⊗ Oelem . . . ⊗ 1,
i.e. we add as many identity tensor product factors as the size of the lattice
minus the size of Bel. Call Lj the lattice at level j and let |Lj | its size (number
of qubits forming such a lattice). Then for every operator Oelem there is an
operator O′elem : HB′

el
→ HB′

el
such that

(E∗)s1+1
s1 (1⊗ . . .⊗ 1⊗Oelem . . .⊗ 1) = 1⊗ . . .⊗ 1⊗O′elem . . .⊗ 1 (3.2)

where (E∗)s1+1
s1 : B((C2)⊗|Ls1 |) → B((C2)⊗|Ls1+1|) is the renormalization map

from level s1 to s1 + 1. Remark: the number of identities on the r.h.s. and
l.h.s. is different.

It is convenient to define what we will call

Definition 3.1.3 (Transfer operator). Given an elementary block Bel, we
define the transfer operator associated to that elementary block as the map φ
such that

(E∗)s1+1
s1 (1⊗ . . .⊗ 1⊗Oelem . . .⊗ 1) = 1⊗ . . .⊗ 1⊗ φ(Oelem) . . .⊗ 1 (3.3)

∀Oelem supported on Bel. If we want to stress between which levels we are
applying the renormalization procedure we write φs1+1

s1 and in general we define
φs2
s1

:= φs2
s2−1 ◦ . . . ◦ φs1+1

s1 .

Remark 3.1.1. Notice that it is possible that there exist elementary blocks of
different sizes and that, even if the size is the same, they can be of different
“types” (see figure 3.1.1 and 3.1.2 for an example). This happens because in
general we do not assume translational invariance. Hence, we cannot assume
that there is only one transfer operator, but we assume in the following that
this is the case to keep the discussion as simple as possible. We will come
back in the following to the general issue. It is even possible that one type of
elementary block is renormalized to another type.
Moreover, notice that there is not even translational invariance by a number
of sites equal to the size of the support of a disentangler. We can realize
it from figure 3.1.1: for example, not all physical qubits on the left leg of
a disentangler at the bottom level are the “same”, because they can have a
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Elem. block
type 1: ”left”

Elem. block
type 2: ”right”

Elem. block

a) b)

Figure 3.1.1: a) For a binary MERA we have two types of elementary blocks, b) for
the Ising MERA just one.

different “stack” of disentanglers on top of them, i.e. a different “history” in
terms of the encoding. However, depending on the properties and symmetries
of disentanglers and isometries it is possible for some MERAs to represent a
translationally-invariant system, as it is the case for the Ising chain or the
toric code.

Properties and assumptions on the transfer operator

Here we want to make clear which the properties of φ are that follow from
our definitions and which the extra assumptions are that we will make, follow-
ing [7]. First recall that because E is a quantum channel it follows that E∗ is

Figure 3.1.2: a) There are two renormalization maps associated with the two types
of elementary block in figure 3.1.1a (we obtain these diagrams in a similar way to
figure 2.1.4). We call them φ right and left. Remember that they pick an operator as
input and give as output another operator supported on the same number of sites.
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a completely positive and unital (E∗(1) = 1) linear map. It is clear from the
definition that φ inherits the same properties from E∗.

At this point it is important the fact that, by definition, φ has input and
output spaces of the same dimension, which allows us to potentially diago-
nalize φ when we write it as a matrix (see appendix A.1 for a more detailed
discussion). In particular we know that the spectral radius is 1, being φ posi-
tive and unital, and that all eigenvalues are real or come in complex conjugate
pairs. We also know that eigenvalues of modulus 1 have trivial Jordan blocks.
For all the other eigenvalues we have to assume that the same happens. This
is the first assumption we make, but see appendix A.1 to check how it can be
relaxed without changing much for the following. Then we can write

φ(O) =
d2
el−1∑
k=0

λk Tr(R†kO)Lk (3.4)

where del is the dimension of the Hilbert space of an elementary block Bel and

1. {R†k} and {Lk} are bi-orthonormal basis of right and left eigenvectors
(w.r.t. the Hilbert-Schmidt inner product), i.e. 〈Rl, Lk〉 = Tr(R†lLk) =
δlk, φ(Lk) = λkLk and φ∗(R†k) = λkR

†
k. Notice that the two families are

not separately orthonormal;

2. L0 = 1 and λ0 = 1 because φ is unital. Consequently, it follows from
the bi-orthonormality condition that Tr(Rk) = δk,0;

3. |λk| ≤ 1 ∀k.

Furthermore, we make the assumption that there is only one eigenvector with
eigenvalue 1 (namely the identity because φ is unital), i.e. that |λk| < 1 for
k 6= 0. This is the crucial assumption. One thing which follows from this (see
appendix A.1) is that R0 is a density matrix and in particular that it is the
unique stationary state of the quantum channel φ∗. Notice that this is not
the same channel as E , even when restricted on elementary blocks, because in
general E maps to a region which is larger than the elementary block.

Definition 3.1.4 (K&K assumptions). Given a MERA with transfer opera-
tor φ, by Kim & Kastoryano (K&K) assumptions we mean the following two
conditions on φ:

1. φ takes the form of equation (3.4), i.e. it is diagonalizable;

2. |λk| < 1 for k 6= 0.

Remark 3.1.2. We stress that φ does not have to be trace-preserving and
hence it is not necessarily a quantum channel given the above assumptions.
However, this is not really important because we will not need the trace-
preservation property anywhere. In any case, we can make precise when φ is
trace-preserving and therefore a quantum channel:
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Lemma 3.1.1. Given all the above assumptions φ is trace-preserving if and
only if R0 = 1/del.

Proof. Assume that φ is trace-preserving. Then we have that Tr(Lk) =
Tr(φ(Lk)) = λkLk, which implies that Tr(Lk) = delδk,0. It follows that
Tr(O) = Tr(φ(O)) = del Tr(R†0O) = del 〈R0, O〉, which holds ∀O ∈ B(Hel)
if and only if R0 = 1/del.
Conversely, assume that R0 = 1/del. Then, from the bi-orthonormality con-
dition we get Tr(Lk) = delδk,0. Trace preservation follows by taking the trace
of (3.4).

Definition 3.1.5 (Scaling dimension and RG-regular MERA). Arranging the
eigenvalues of φ in descending order in terms of their modulus, 1 = λ0 ≥
|λ1| ≥ |λ2| ≥ . . . , we define as scaling dimension of the MERA the parameter
ν := − log2(|λ1|). We say that a MERA is RG-regular if φ satisfies the K&K
assumptions. In particular in such a case we have that λ0 > λ1 and ν > 0.

Definition 3.1.6 (Idealized K&K assumptions). We say that the transfer
operator φ satisfies the idealized K&K assumptions if it satisfies the K&K
assumptions and λk = 0 for k 6= 0.

We will explain the choice of their name in section 3.5. Sometimes we will
refer to them as the ν →∞ assumptions because they correspond to the case
in which “ν = +∞”.

Useful norm inequalities

Here we will derive some inequalities which we will use in chapter 4. The first
one is that ∀O ∈ B(Hel)

‖φ(O)‖ = ‖E∗(· · · ⊗ 1⊗O ⊗ 1⊗ . . . )‖ (3.5)

=
∥∥∥W †(· · · ⊗ 1⊗O ⊗ 1⊗ . . . )W

∥∥∥ (3.6)

≤
∥∥∥W †∥∥∥ ‖O‖ ‖W‖ = ‖O‖ . (3.7)

Hence φ is norm non-increasing. Second, we have the following result:

Theorem 3.1.1. Consider φ as in (3.4) and define

φ̃(O) := φ(O)− Tr(R0O) 1 =
d2
el−1∑
k=1

λk Tr(R†kO)Lk, (3.8)

where O ∈ B(Hel). Then ∥∥∥φ̃(O)
∥∥∥ ≤ c 2−ν ‖O‖ (3.9)

where ν is defined as above in definition (3.1.5) and

c =
∑
k 6=0
‖Rk‖1 ‖Lk‖ ≤ (d2

el − 1) max
k 6=0
‖Rk‖1 ‖Lk‖ (3.10)
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is a finite constant independent of O and of the eigenvalues of φ.
Considering φs0 = φ ◦ . . . ◦ φ (s times), φs0(O) = ∑

k λ
s
k Tr(R†kO)Lk, the corre-

sponding upper bound is ∥∥∥φ̃s0(O)
∥∥∥ ≤ c 2−νs ‖O‖ . (3.11)

Proof. Using the properties of a norm we have that∥∥∥φ̃(O)
∥∥∥ ≤∑

k 6=0
|λk|

∣∣∣Tr(R†kO)
∣∣∣ ‖Lk‖ (3.12)

≤ 2−ν
∑
k 6=0

∣∣∣Tr(R†kO)
∣∣∣ ‖Lk‖ . (3.13)

Moreover, we can use the matrix Hölder inequality to estimate∣∣∣Tr(R†kO)
∣∣∣ = |〈Rk, O〉| ≤ ‖Rk‖1 ‖O‖ , (3.14)

which proves the statement.

3.2 Error correcting capabilities of MERA codes
against erasures: the results of Kim & Kasto-
ryano

Here we present the main results derived by Kim & Kastoryano (K&K) in [7].
The first one is that erased regions which are “sufficiently small” are approx-
imately correctable, and the second one is a lower bound on the distance of
the code, given a scale invariant RG-regular MERA (definition 3.1.5). We will
present the main ideas of the proofs, whereas more details can be found in the
aforementioned paper.

We consider erasure noise and so we will refer to the notion of local ap-
proximate quantum error correction (LAQEC), presented in section 1.4. We
partition into ABC the system composed of n physical qubits at the bottom
of the MERA, where A is the erased region, B is completely surrounding A,
and C is the rest of the system. We also consider a purifying reference system
R for code states. As a first step, in lemma 3.2.1 we assume A to be simply
connected and C to be empty, which means that we prove the existence of
a recovery map for erasure errors which is not really local but global. With
theorem 3.2.2 we sharpen the statement by proving the existence of a local
recovery map.

Otherwise stated, here we consider 1D MERA codes. However, the follow-
ing results can be easily generalized to higher dimensions (only the distance
is peculiar, as we shall see in the following). Moreover, we restrict to binary
MERAs (figure 2.1.1), for which n = k2s and so s = log2(n/k); in the case of
m-nary MERAs we would simply have to change the basis of the logarithm:
s = logm(n/k). For a binary MERA, A collapses to elementary size under
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renormalization after rA & log2 |A| steps. Then there are s− rA renormaliza-
tion steps over elementary blocks, where one can use the K&K assumptions
(definiton 3.1.4) on φ to get:

Lemma 3.2.1. Consider an RG-regular 1D MERA code (definition 3.1.5)
and let ρABR be a purified code state, where A is a simply connected region.
Then for any OAR ∈ B(HA ⊗HR) we have that∣∣∣Tr

(
(ρAR − ρA ⊗ ρR)OAR

)∣∣∣ ≤ 2c d2
el ‖OAR‖ 2−ν(s−log2|A|). (3.15)

Sketch of the proof. Theorem 1.4.1 states that we can find an approximate
recovery map if and only if there is approximate decoupling between A and
CR (only R in this case), i.e. if there are almost no correlations between A
and CR. Then the strategy is to prove bounds on such correlations. One can
see that they depend on the eigenvalues of φ, except for the one corresponding
to the identity. If all the eigenvalues are smaller than 1 in modulus, as we are
supposing, it follows that the strenght of such correlations decays exponentially
with the number of iterations of φ (the complete proof can be found in [7]).

Remark 3.2.1. We can actually relax the condition on A and require A to be
just connected and not simply connected. In the former case, we can just
purposely erase the “holes” in A in order to make it simply connected.

Theorem 3.2.1 (Global correctability for simply connected regions). Con-
sider an RG-regular 1D MERA code and let A be a simply connected region.
Then there exists a recovery map R : B(HB)→ B(HAB) such that

sup
ρABR

B(RABB (ρBR), ρABR) ≤ c′ 2−ν(s−log2|A|)/4 (3.16)

where c′ = 1
3c

1/4d
1/2
el , B is the Bures distance (definition 1.3.1) and the supre-

mum is taken over purified code states ρABR.

Proof. First recall from lemma B.0.1 that ‖ρ− σ‖1 ≥ 2 (1 −
√
F (ρ, σ)) =

2B(ρ, σ)2 and recall that [10] the trace norm of an operator A can be charac-
terized as ‖A‖1 = sup‖B‖≤1 |Tr(AB)|. Then from (3.15) we get that∥∥∥ρAR − ρA ⊗ ρR∥∥∥

1
≤ 2c d2

el2−ν(s−log2|A|), (3.17)

whereas using theorem 1.4.1 and equation (1.50) we can write:

sup
ρABR

∥∥∥ρAR − ρA ⊗ ρR∥∥∥
1
≥ 2 sup

ρABR
B(ρAR, ρA ⊗ ρR)2 (3.18)

≥ 2
(

3 min
ωA

sup
ρABR

B(ωA ⊗ ρR, ρAR)
)4

(3.19)

= 2
(

3 inf
RABB

sup
ρABR

B(RABB (ρBR), ρABR)
)4

. (3.20)
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Combining the two we get that:

inf
RABB

sup
ρABR

B(RABB (ρBR), ρABR) ≤ 1
3c

1/4d
1/2
el 2−ν(s−log2|A|)/4. (3.21)

By similar ways to those that one can use to derive lemma 3.2.1, one can
prove:

Theorem 3.2.2 (Local correctability for simply connected regions [7]). Con-
sider an RG-regular 1D MERA code, with n physical qubits at the bottom of
the network and k logical qubits at the top. Partition the physical qubits into
regions A, B and C, where A is a simply connected region, B is a region
comprising all the physical qubits which are at a geometric distance at most x
away from A, and C is the rest of the physical system. Let R be a purifying
reference system for code states. Moreover, assume that |AB| < n/k. Then
there exist a recovery map R : B(HB)→ B(HAB) such that

sup
ρABCR

B(RABB (ρBCR), ρABCR) ≤ c′′
( |A|
x

)ν/4
. (3.22)

where the supremum is taken over purified code states ρABCR.

This is the formal statement regarding the first main result of K&K. The
difference with theorem 3.2.1 is that here B is a region surrounding A but it
does not necessarily have to include all the rest of the physical system. The
reason why we assume |AB| < n/k and consequently |A| < n/3k is that to
use the K&K assumptions we need region A to collapse to elementary size at
least one level before the top (see the explicit proof in [7]).

It is clear that in the limit ν → ∞, i.e. if the idealized K&K conditions
hold (definition 3.1.6), we can take x as small as |A| + 1 and still get exact
correctability.

Corollary 3.2.1. In the limit ν → ∞, any region A of size |A| < n/3k is
exactly correctable.

Bounds on the distance

The extra tool that we need to prove lower bounds on the distance of a MERA
code is the union lemma (see section 1.4). It states that if two independently
correctable regions are far enough from each other, then they can be jointly
corrected when both regions are erased (see lemma 1.4.1 for the precise state-
ment). Such a tool will allow us to extend correctability from connected regions
to disconnected ones, allowing us to correct erasures of regions whose size is
bigger than the biggest size we may tolerate for a connected one, and allowing
us to correct not just clusters of erasures, but also the case in which they are
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Figure 3.2.1: a) The distribution of errors involving the smallest number of sites for
which we cannot prove correctability, using corollary 3.2.1 and/or the union lemma
(lemma 1.4.1), takes a Cantor-like shape. b) Conventions used in the proof of theo-
rem 3.2.3.

spread in different locations. The latter case is the one we will really need to
prove lower bounds on the distance.

Intuitively, the smallest distribution of erasures for which we cannot prove
correctability has to involve not clusters of erasures but single-qubit erasures
spread with the lowest possible “density” in a region of size n/3k, however not
as low as to allow us to use the union lemma in any place.

Theorem 3.2.3 (Lower bound on the distance of 1D MERA codes). Con-
sider a 1D MERA code. If it satisfies the idealized K&K assumptions (defini-
tion 3.1.6), then the distance d of the code is lower bounded by:

d ≥ 1
2

(
n

k

)α
, α = log3 2 ≈ 0.63. (3.23)

Proof. We will say that a (possibly disconnected) erased region is non-provably-
correctable (n-p-c) if we cannot prove its correctability using corollary 3.2.1
and/or the union lemma (lemma 1.4.1).
In order to prove the statement we want to find the smallest n-p-c region.
Then the distance is larger or equal to its size. We claim that such a region
takes a Cantor-like shape, as it is shown in figure 3.2.1. The proof will be
constructive, with reference to figure 3.2.1 for the notation.
Preliminary observation: consider an n-p-c cluster of erasures A (by cluster
we mean a set of contiguous erasures). If we consider the case in which we
subdivide this region into 3 parts, A = ALAMAR, and remove the middle
part AM , i.e. we consider erased only the right and left parts AL and AR, we
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can see that this second (disconnected) erased region A′ = ALAR is still n-p-c
because there are not enough error free qubits around AL or AR to use the
union lemma, whereas A′ as a whole is n-p-c because A was n-p-c. Hence,
given a n-p-c cluster A, we have found another one A′ with |A′| < |A|. This
implies that the minimal n-p-c region cannot contain any cluster of erasures,
but only single-qubit erasures surrounded by at the least one non-erased qubit
both on its left and on its right, otherwise it would not be minimal (two con-
secutive erased qubits may be ok, but in this way the “density” of erasures
would increase and it would not correspond to the minimal n-p-c region).
Now we want to construct the minimal n-p-c region by adding erasures one by
one till they are spread on a region of size (at least) n/3k and in such a way
that the union lemma cannot be used in any place.
Step 0 : we start by adding a qubit q1 that we consider to be the leftmost era-
sure (position 1) of the distribution we are going to construct (see figure 3.2.1).
Step 1 : by the previous considerations, in order to achieve our goal the only
place where we can put erasure q2 is position 3, whereas position 2 is error-
free.
Step 2 : it is tempting to put erasure q3 at position 5, however we can see
that non-correctability of q2 is already ensured by q1, hence we need to ensure
non-correctability for the whole region {1, 2, 3}, which requires us to put an
erasure q3 at position 7. But this is not enough because q3 “alone” like this
would be correctable, so we need to put also q4 at position 9.
Step t: we need to add erasures q2t−1+1, . . . , q2t , where q2t−1+1 is at position
2 · 3t−1 + 1 and q2t at position 3t and the other ones reproduce the pattern of
erasures from position 1 to 3t−1.
We iterate till t = T such that 3T ≥ n/3k, i.e T ≥ log3(n/k) − 1. The total
number of erasures that we need to add to be unable to prove correctability
is 2T . It follows that

d ≥ 2T ≥ 2log3(n/k)

2 = 1
2

(
n

k

)log3 2
. (3.24)

Corollary 3.2.2. Consider a MERA code describing a physical system in
D spatial dimensions, defined on a hyper-cubic lattice with side of length L =
(n/k)1/D. Suppose that the MERA is isotropic in the different directions (there
is no preferred one). Then, if it satisfies the idealized K&K assumptions, the
distance is lower-bounded by

d ≥ 1
2

(
n

k

)0.63/D
. (3.25)

Proof. If we deal with the different dimensions in the same way, this means
that the worst-case distribution of erasures for which we cannot prove cor-
rectability is the same as in the 1D case, i.e. we just need erasures lying on
a line with the pattern of figure 3.2.1, because then they do not renormalise
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over an elementary block before reaching the top of the network (this is some-
thing which is needed to prove correctability in the proofs of theorem 3.2.2
and corollary 3.2.1, see [7]).

Remark 3.2.2. In the K&K paper [7] the bound in corollary 3.2.2 appears as
an upper bound but we believe that it is a typo.

3.3 Discussion
We want to analyse the lower bound in corollary 3.2.2 and its consequences for
the codes satisfying the given hypothesis. In particular we want to compare
it with the bounds that have been derived in a number of papers [18, 27, 28].
In [18] it was derived by Bravyi, Poulin and Terhal that local stabilizer codes
(see definition 1.5.3) in dimension D ≥ 2 are subject to the trade-off

d ≤ c
(
n

k

)(D−1)/2
(3.26)

between the distance d, the number of physical qubits n and logical qubits k,
where c is some numerical constant independent of the other parameters. In-
stead in [27] Bravyi and Terhal derived that for local stabilizer codes in any
D ≥ 1 it holds

d ≤ c n
D−1
D (3.27)

which means in particular that in D = 1 the distance is upper bounded by a
constant.

Comparing these no-go results with the result of Kim and Kastoryano we
see that they are incompatible in D = 1, implying that the codes satisfying
the assumptions of corollary 3.2.2 must be non-local. We note that this is
something allowed by the MERA structure, because the width of the future
causal cone (definition 2.1.4) increases exponentially, hence it is possible that
an operator supported on a few sites at some intermediate level is supported on
a growing number of sites the more we push it to the bottom of the network.
On the contrary, there is no contradiction in dimension D = 2 or higher,
therefore in that case it may be possible to build a local code satisfying the
bound (3.25). Indeed, we shall see that the toric code is an example of a local
stabilizer code in D = 2 with a MERA representation, satisfying some refined
version of the K&K assumptions (definition 3.4.1), whose distance is known
to be

√
n, which is even a better asymptotic scaling than the one guaranteed

by (3.25).

3.4 General lessons from the Ising chain and the
toric code

Here we are going to explain why the Ising chain is a very bad quantum error
correcting code whereas the toric code is a pretty good one, in terms of the
eigenvectors of the renormalization map.
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Ising chain. Consider first the Ising chain (section 2.3, figures 2.3.1
and 3.1.1b). In this section we are concerned with the renormalization of
operators (“errors”) acting on the physical level. Specifically, we will consider
Pauli errors. Call C = span{|0〉⊗n , |1〉⊗n} the code subspace. Recalling the
action (2.22) of conjugation by CNOT, we notice the following, denoting for
example by XY an operator where X acts on the left leg of an isometry, or
its unitary extension U , and where Y acts on the right one.

1. XI is renormalized by U to XX, which corresponds to the fact that the
ancilla |0〉 switches to X |0〉 = |1〉. This implies that XI maps the code
subspace to an orthogonal subspace, because code states have all the
ancillas set to |0〉 and, when one projects the current state onto any of
them, at some point one gets 〈0|1〉 = 0 (all intermediate tensors simplify
similarly to figure 2.1.4);

2. IX is renormalized to IX, so that also in this case the code subspace is
mapped to an orthogonal subspace;

3. XX is renormalized to XI, which means that we do not know just from
one level if C is mapped to itself (and so XX is a logical operator)
or to something orthogonal to it (CNOT maps Pauli operators to Pauli
operators, so either an ancilla switches or not, which means that either C
is mapped to an orthogonal subspace or to itself). However, one level
higher, we have a single qubit X acting on the left leg of a CNOT, which
means that we are in the same case as item 1, i.e. there is an ancilla at
the next level which is switching from |0〉 to |1〉.
We can ask what an operator is which does not make any ancilla switch
and which is not (proportional to) the identity on the logical qubit at the
top, i.e. we can ask what is an example of a logical operator. From the
above observations we can infer that X⊗n is such an example, because at
each level it is renormalized to a product of X’s acting on every qubit of
the new lattice, whereas no ancilla switches to |1〉. Hence, we get an X
acting on the free index at the top.

4. ZI is renormalized to ZI;

5. IZ is renormalized to ZZ, which is equivalent to ZI on the code subspace
because Z |0〉 = I |0〉.
Therefore, any single qubit Z is still a single qubit Z one level higher
and so on, till Z reaches the top with no ancilla switching, hence it is
another example of a logical operator. In particular, it has weight 1
and therefore the distance of C is 1 independently of the system size,
which makes the Ising chain a bad code (unless there is some symmetry-
protection mechanism assuring that there are only X errors).
According to our definition of an elementary block (definition 3.1.2), in
this case there is only one kind of elementary block and it is made up of
two qubits as in figure 3.1.1b. It is easy to see that IZ, ZI, ZZ are all
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Table 3.4.1: Regarding the toric code, in this table for each qubit in the
support of a disentangler we list to which operator a single qubit X or Z is
renormalized, plus the ancillas which are switching from |0〉 to |1〉 or from |+〉
to |−〉 (for the qubit numbering see figure 2.3.5). Recall that X |0〉 = |1〉 and
Z |+〉 = |−〉.

Qubit number X Switching Z Switching

1 X1 |1〉9 |1〉16 Z1 |−〉5
2 X2 |1〉31 Z2 |−〉6
3 X3 Z3 |−〉7
4 X4 |1〉34 Z4 |−〉8
5 X1 |1〉10 |1〉15 |−〉5
6 X2 |1〉10 |1〉12 |−〉6
7 X3 |1〉12 |1〉13 |−〉7
8 X4 |1〉13 |1〉15 |−〉8
9 |1〉9 |1〉10 Z1, Z19 |−〉5 |−〉29 |−〉40
10 |1〉10 Z1, Z19 |−〉6 |−〉29 |−〉40
11 |1〉12 |1〉31 |−〉11
12 |1〉12 |−〉6 |−〉7 |−〉11
13 |1〉13 |−〉7 |−〉8 |−〉14
14 |1〉13 |1〉34 |−〉14
15 |1〉15 Z1, Z17 |−〉8 |−〉36 |−〉62
16 |1〉15 |1〉16 Z1, Z17 |−〉5 |−〉36 |−〉62

eigenvectors of the transfer operator with eigenvalue 1. Therefore, the
Ising chain does not satisfy the assumptions of corollary 3.2.2, as we can
expect, otherwise it should have been a much better code.

Toric code. Something similar happens in the case of the toric code
(section 2.3). Using table 3.4.1 we can derive to what any Pauli operator is
renormalized, because we can renormalise independently each tensor product
factor (the labelling of the position of the qubits refers to figure 2.3.5). First
we can notice that any single-qubit Pauli operator, except X3, causes some
ancillas to switch and hence it is mapping the code subspace to an orthogonal
one. Regarding X3, one level higher it sits in the same position relative to
the upper disentangler as the position of qubit 7 relative to the disentangler
shown in figure 2.3.5. Hence, it causes an ancilla to switch at the next level and
therefore it is also mapping the code subspace to an orthogonal one. However,
there are multi-qubit errors for which the ancillas switch an even number of
times, similarly to the XX case for the Ising chain, so that we need to look
at the next levels to understand if they are logical operators or not.
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It is interesting to consider the error X5X6X7X8. Notice that the 16 qubits
in the support of a disentangler form an elementary block (definition 3.1.2)
because they are connected to the 16 full-black qubits in figure 2.3.5. Denot-
ing by φ the transfer operator (definition 3.1.3) associated to this elementary
block, we get that

φ(X5X6X7X8) = X1X2X3X4. (3.28)

The numbering on the right does not really matter, but it is important that the
position of qubits 1,2,3,4 at the higher level, relative to the new disentangler,
is the same as the relative position of qubits 5,6,7,8 w.r.t. the old disentangler
(see figures 2.3.3d and 2.3.5). Therefore, according to (3.28), X5X6X7X8 is an
eigenvector with eigenvalue 1 and it follows from the structure of the network
that it is propagated up to one level before the top of the network. It may seem
then that the toric code should be no better then the Ising chain, however,
at this point the top tensor of the toric code is important: this eigenvector is
indeed renormalised to the identity. Equivalently, notice that it is a stabilizer
of the toric code and hence by construction it acts as the identity on the code
subspace.

From the previous observations we can learn the following:

1. for the toric code it is not difficult to realize that the ancillas which
are switching are in one-to-one correspondence with error syndromes
(definition 1.5.4). There are some ancillas which are mapped to one bit
of the syndrome (values ±1) and others which are mapped to the product
of two bits (and there is always one ancilla mapped to one of the two
factors). This is directly related to what we noticed in table 2.3.1, where
we saw that the stabilizers of the ancillas are mapped to star or plaquette
operators or to the product of two of them.
We can realize that such a correspondence between ancillas and error
syndromes depends only on the fact that the CNOT, building the MERA
representation of the toric code, maps Pauli operators to Pauli operators.
Therefore, the correspondence holds for any MERA whose disentanglers
and isometries are Clifford operators (as we are going to define them in
definition 3.5.1);

2. it is possible that we need to renormalise an error across a few levels and
not just one to understand what its action on the code subspace is, for
example X3 for the toric code;

3. in the case in which there are more than one type of elementary block, it
is possible that an eigenvector of one transfer operator with an eigenvalue
of modulus 1 is an eigenvector with eigenvalue 0 of another one. When
this happens we say that there is synergy between transfer operators. If
the network is arranged in such a way that one type of elementary block
is always mapped to the other one, then such an eigenvector for which
there is synergy is not so harmful because it does not propagate till the
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top without changing the state of all the ancillas, i.e. it is not a logical
operator as we may naively expect;

4. if an eigenvector with an eigenvalue of modulus 1 is an eigenvector with
eigenvalue 0 of the top tensor, we say that there is synergy between the
transfer operator and the top tensor. For example, we saw that this
happens for some stabilizers of the toric code;

5. eigenvectors with eigenvalue 1 are logical operators unless there is some
kind of synergy.

We can infer then that the assumptions of theorem 3.2.3 can be relaxed a
little bit while still implying the same lower bound on the distance, including
the case in which there are more than one type of elementary block.

Definition 3.4.1 (Refined K&K assumptions). Consider a MERA code and
suppose that its MERA representation hasM types of elementary blocks with
corresponding transfer operators {φi}Mi=1. Suppose that

1. ∀i = 1 . . .M , φi is diagonalizable, with eigenvalues {λ(i)
k }k≥0;

2. ∀i = 1 . . .M , φi has k̄i ≥ 1 eigenvalues such that
∣∣∣λ(i)
k

∣∣∣ = 1 for k =
0 . . . k̄i − 1 and λ(i)

k = 0 for k ≥ k̄i. Let λ(i)
0 = 1 be the eigenvalue whose

corresponding eigenvector is the identity (which is always present, see
appendix A.1);

3. there is synergy, as defined above, between different transfer operators
and/or the top tensor of the given MERA, such that ∀i = 1 . . .M all the
eigenvectors corresponding to the eigenvalues {λ(i)

k }
k̄i−1
k=1 are not logical

operators.

We call these three conditions the refined K&K assumptions.

It is clear that theorem 3.2.3 holds if we consider the refined K&K assump-
tions instead of the idealized ones.

3.5 A 1D MERA code with high threshold proba-
bility

In this section we present the results of a few numerical simulations that we
have performed. Our aim is to construct interesting families of quantum error
correcting codes based on MERA.

Structure of the network and general framework

We consider a 1D binary MERA with periodic boundary conditions, as in fig-
ure 3.5.1, and we fix the number of logical qubits to 1 (the number of qubits at
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Figure 3.5.1: The network we consider throughout section 3.5. We assume periodic
boundary conditions, so the dotted line of a disentangler on the right corresponds to
the solid line of the corresponding disentangler on the left, and vice-versa. We use an
encoding scale starting from 0 at the logical level. The number of qubits at level j
is 2j . Usually we will refer to the unitary extension of the MERA (definition 2.1.1)
because the ancillas are in correspondence with error syndromes in the case of Clifford
unitaries (stabilizer codes) and Pauli noise.

the top). In particular, we consider a scale-invariant network (definition 3.1.1),
i.e. we pick all the isometries at all levels to be equal to some isometry Ṽ and
all the disentanglers equal to some unitary U . More specifically, we are con-
cerned with the unitary extension of the MERA (definition 2.1.1), therefore
we will refer in general to the unitary extension V of the isometry Ṽ , such
that Ṽ (·) = V (|0〉 ⊗ (·)).

We want to analyse the code properties as a function of the number of
levels that we add at the bottom. For that it will be convenient to use an
encoding scale (see figure 3.5.1) oriented in the opposite direction w.r.t. the
renormalization scale that we have considered so far.

We will focus on two cases:

1. General unitaries: we pick two random unitaries U and V and construct
the network from them. We may choose them according to the Haar
measure but it does not really matter how we pick them. In terms of
their matrix representation, the isometry Ṽ is equal to the first two
columns of V in the standard computational basis (Z-basis for each
qubit).

2. Clifford unitaries.

Definition 3.5.1 (Clifford group). Consider the Pauli group Gn over n qubits
(definition 1.5.1). An n-qubit unitary C is called a Clifford unitary or Clifford
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group operator if
CPC† ∈ Gn ∀P ∈ Gn. (3.29)

The set of all Clifford unitaries over n qubits is a group called the Clifford
group over n qubits.

When we use Clifford unitaries we are defining a stabilizer code with the
MERA (we call it a stabilizer MERA code): in the so-called Heisenberg repre-
sentation of quantum circuits [26], the trivial stabilizers (single-qubit Z) over
the ancillas are mapped on the physical level to other Pauli operators, by def-
inition of Clifford unitary. Moreover, those Pauli operators are precisely the
stabilizer generators whose +1 eigenspace is the code subspace defined by the
MERA, as we have explained in section 3.4.

At level 1, we start with just one stabilizer over two qubits. At level 2,
that stabilizer is mapped to a stabilizer over 4 qubits; besides that, two more
stabilizers are introduced, coming from the two new ancillas. Continuing like
this, the more levels of encoding we add, the more stabilizer generators are
introduced, while the pre-existing ones can become more and more non-local
because they are in general supported on a growing number of qubits.

It is convenient to represent Pauli operators and Clifford unitaries using
binary vectors and binary matrices (vectors and matrices with entries equal
to 0 or 1). Modulo phases, a Pauli operator P ∈ Gn can be written as a
product of 2n independent generators, that conventionally are taken to be
{X1, X2, . . . , Xn, Z1, Z2, . . . , Zn}, where for example X1 = X ⊗ I ⊗ · · · ⊗ I.
Hence any [P ] ∈ G̃n := Gn/{±1,±i} can be written as [P ] = ∏n

i=1[Xαi
i ][Zβii ]

where αi, βi ∈ {0, 1} and where we use square brackets for equivalence classes
in G̃n. Let F2 be the field given by the set {0, 1} together with modulo-2
addition and multiplication. The set of all binary vectors of length N forms a
vector space over F2 that we call the binary vector space FN2 .

Conventionally, the group isomorphism σ : G̃n → F2n
2 is defined as [P ] 7→

(α1, α2, . . . , αn, β1, β2, . . . , βn), which is denoted by (α|β). However, we choose
to use

σ′ : G̃n → F2n
2 (3.30)

[P ] 7→ (α1, β1, . . . , αn, βn)

and we sometimes denote it by [P ] 7→ (α1β1| . . . |αnβn). For example, in our
convention [XIZY ] over 4 qubits is mapped to (1, 0, 0, 0, 0, 1, 1, 1) or equiva-
lently (10|00|01|11).

Similarly, Clifford unitaries are represented as binary (symplectic) matrices
C : F2n

2 → F2n
2 , where the condition (3.29) translates into the requirement that

CJCT = J , where for example in the case n = 2 in our convention

J =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 (3.31)
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whereas the standard one is obtained by swapping the two middle rows and
middle columns.

We will consider Pauli noise because stabilizer codes are well-suited in
general against this error model. In our framework, the advantage is that
Pauli operators acting on the physical level are renormalized to other Pauli
operators at higher levels. If the tensor product factor acting on the ancilla |0〉
is either I or Z, nothing happens, but if it is X or Y then the ancilla switches
to |1〉 (modulo phases, which are irrelevant here because they are an overall
constant which is the same for all code states).

As we noticed in section 3.4, the ancillas which are switching by the ac-
tion of some Pauli operator P are in correspondence with the error syndrome
associated to P , because if P is renormalized as I or Z over an ancilla, then
this means that P commutes with the corresponding stabilizer, otherwise P
anticommutes with it (in section 3.4 we analysed the toric code as an example,
but we can now notice that it is a stabilizer MERA code, being constructed
just with CNOTs, and that the argument here works in general in the same
way).

Diagonalizability of the transfer operators

From the discussion of section 3.1 (see in particular figures 3.1.1 and 3.1.2)
we know that in the case of a 1D binary MERA there are two types of ele-
mentary blocks, corresponding to the “left” transfer operator φL and to the
“right” one φR. We would like to compare the results of Kim & Kastoryano
(section 3.2) with some numerical simulations. Therefore, we are interested
in finding codes satisfying the idealized K&K assumptions (section 3.1, defi-
nition 3.1.6).

First we checked whether for binary MERAs it is possible to pick two
Clifford unitaries U and V such that φR and φL are diagonalizable and have
only one eigenvector of eigenvalue 1, whereas all the others are 0. It turns
out that this is not possible, as proved via exhaustive search over all the 7202

possibilities of picking two Clifford unitaries (for 2 qubits there are 720 Clifford
group elements modulo phases). It may be possible picking qubits or other
types of MERAs (not a binary one), but we do not know that because the
cardinality of the Clifford group grows even more than exponentially fast, so
that exhaustive search becomes quite inefficient.

However, it is possible that for example φ2
L satisfies the idealized K&K

assumptions. We can explain such a behavior considering the matrix repre-
sentation of φ in the Pauli basis (we do not write a subscript when we do not
need to distinguish between φR and φL). Here φ maps operators supported
on 3 qubits to operators supported onto 3, so by “Pauli basis” we mean the
set of Pauli operators on 3 qubits, normalized with a factor 1/

√
8: in this

way they form an orthonormal basis w.r.t. the Hilbert-Schmidt inner product,
i.e. 〈P̃i, P̃j〉 = δij where P̃i = Pi/

√
8 and Pi is a Pauli operator (there are 64 of

them for 3 qubits). It is easy to realize that φ maps Pauli operators to Pauli

63



operators or to the null operator 0, being constructed from Clifford operators
(but it is not a Clifford group element because of the second possibility).

As we explain in appendix A.1, the matrix representation of φ has entries
in the Pauli basis given by

φ̂ij = Tr
(
P̃i φ(P̃j)

)
. (3.32)

Because Pauli operators, except for the identity, always have trace equal to 0,
it follows that ∣∣∣φ̂ij∣∣∣ =

{
1 if φ(Pj) ∝ Pi
0 else.

(3.33)

where the proportionality constant can be ±1 or ±i (using binary vectors
phases are neglected by construction, here they cannot be discarded from the
description). We notice that in a column there is always at most one entry
with modulus 1 (because a Pauli operator is mapped at most to another one,
or to 0), whereas there can be more in a row (because φ does not have to
be injective). If the i-th element on the diagonal has modulus 1, then the
corresponding Pauli operator Pi is an eigenvector with eigenvalue equal to
that diagonal element.

In principle there can also be eigenvectors with eigenvalues different from
0, ±1 and ±i. Indeed, in all the many cases we analysed, we found that for
Clifford operators all the roots of the characteristic polynomial of φ̂ always
belong to the set

{0,±1,±i, e±i
π
3 , e±i

2π
3 }, (3.34)

but we do not have an analytical explanation about why these are the only
possibilities. Anyway, the Jordan blocks often have a small dimension. In
particular, it is not very rare to find examples where the only eigenvalue of
modulus 1 is the one corresponding to the identity (which is always an eigen-
value and it is equal to 1, as explained in appendix A.1), where all the other
roots of the characteristic polynomial are zero and the Jordan blocks of both
φR and φL have dimension at most 2, so that φ2

R and φ2
L satisfy the idealized

K&K assumptions (definition 3.1.6); moreover, for some of such codes also
φL ◦ φR and φR ◦ φL satisfy the same assumptions (see the following for an
example), which means that the transfer operators across two levels can satisfy
the idealized K&K assumptions and therefore the hypothesis of theorem 3.2.3.
This shows the reason why we called them “idealized”: it seems that they can-
not be satisfied as originally presented in [7] (at least surely not in the case of a
binary MERA as studied here), but there are possibilities of getting something
very similar to them, so that they are still interesting conditions to study.

In terms of the result of theorem 3.2.3, for those codes this implies that the
lower bound on the distance is modified just in the pre-factor, which is lowered
by a factor of 3 because we need operators to renormalise to an elementary
block not just one but two levels before the top of the network. The asymptotic
scaling should be unchanged, however we observe that in the case of just a few
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levels of encoding there are some finite-size and discretization effects which
are ignored in theorem 3.2.3:

• up to level 3 (numbering of levels as in figure 3.5.1) there are not enough
qubits to talk about elementary blocks and so from level 2 to level 0 the
renormalization does not involve φ and this may have an effect similar
to a non-trivial top tensor;

• the asymptotic scaling is also affected by the fact that the number of
qubits on which an operator is supported does not really halve at each
renormalization step, but it involves a few more qubits.

However, for the following it is not so important what the precise Kim &
Kastoryano lower bound on the distance should be. For different examples of
MERA codes, we numerically computed the distance for a few levels of encod-
ing and then we performed some Monte Carlo simulations to check whether
there is a threshold probability (section 1.5), i.e. an effective linear distance
(definition 1.5.9).

Before showing the results of our simulations, we briefly summarize what
we got for general unitaries in terms of the eigenvalues of the transfer op-
erators. First, φ is generally not diagonalizable. Second, we see from the
simulations that the eigenvalues seem to take any value in the unit disk in
the complex plane, with no restrictions as it is the case for Clifford unitaries.
Hence it looks difficult to find a non-Clifford unitary satisfying the idealized
K&K assumptions. Therefore, in the following we restrict only to Clifford
operators, i.e. we analyse only MERA stabilizer codes.

Code distance

In the case of Clifford operators, we simulated many codes (many choices of
Clifford disentanglers and isometries) and found lower bounds on their dis-
tance. For a fixed code, our computer program works as follows: it checks
first if there exists a weight 1 Pauli operator P which is a logical operator;
if there is one, then the distance is equal to 1 and the program stops, other-
wise we repeat the process for weight 2 Pauli operators and so on. To check
whether a Pauli operator P is logical we verify first whether it commutes with
all the stabilizers and, second, whether it is contained in the stabilizer group
(it is a linear algebra problem that can be solved via Gaussian elimination for
binary vectors); if P satisfies both conditions, then it is a logical operator. If
we want to check that the distance is lower-bounded by t+1, then we stop the
program after having checked all Pauli operators with weight smaller or equal
to t, unless the program has already stopped by itself because the distance
was found to be smaller than t+ 1.

In general (not just for MERA codes) the problem of finding the distance
of a stabilizer code has a complexity which is exponential in n. Instead, as
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Table 3.5.1: Some examples of stabilizer codes with their distance after 2, 3 or 4 levels
of encoding (respectively 4, 8 and 16 physical qubits). We list also the eigenvalues of
the transfer operators, where the subscript in parenthesis is the algebraic multiplicity.
For codes where there is only one eigenvector with eigenvalue 1, we also write the
maximum dimension of a Jordan block.

Distance Eigenvalues
Ex. Level 2 Level 3 Level 4 φL φR Jordan

1 1 1 1 1 1(2),−1(2)

2 1 1 1 1(4), e
±2πi/3
(2) 1(4), e

±2πi/3
(2)

3 2 2 2 1(2) 1
4 1 1 3 1(2) 1
5 2 2 3 1 1 3
6 2 3 4 1 1 3
7 1 2 3 1 1 2

we do with the above algorithm, in order to decide if the distance is lower-
bounded by t + 1, one has to check all operators of weight smaller or equal
to t, whose number is

t∑
w=1

3w
(
n

w

)
, (3.35)

which is of order O(3tnt). The problem has then “just” polynomial complexity,
but the degree of the polynomial gets bigger the higher lower-bound one wants
to check, times an exponential factor, in such a way that it is very difficult to
prove interesting lower bounds for even just 5 levels of encoding (32 qubits).

In table 3.5.1 we have listed a few examples of codes with their corre-
sponding distance, the non-zero eigenvalues of φR and φL and the maximum
dimension of a Jordan block (it is interesting only the case in which the trans-
fer operators have only one eigenvalue of modulus 1). We make the following
observations:

• Examples 1, 2 and 3 have a distance which remains constant, which
can be ascribed to the fact that there are eigenvectors with eigenvalue 1
which are propagated from the bottom to the top without causing any
ancilla to switch, i.e. they are logical operators.

• Example 4 is peculiar, because from what we have just said we would
not expect the distance to increase (we checked that it is 5 at level 5).
Indeed, this is an example where the first levels act as a non-trivial top
tensor: the point is that φ needs at least 6 qubits to be defined, as it
clear from figure 3.1.2, so it is possible that its non-identity eigenvector
with eigenvalue 1 makes some ancilla switch at level 1 or 0 (numbering
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as in figure 3.5.1), so that it is not a logical operator. It is something
similar to what happens for the toric code, as we noticed in section 3.4.

• Examples 5, 6 and 7 satisfy the idealized K&K assumptions across 3
renormalization steps (ex. 5, 6) or just 2 (ex. 7), so these are the codes
that we expect to perform better.

Threshold probability

As we have discussed in sections 1.1 and 1.5, the distance is not the best indi-
cator of how well a code will perform. In particular, there can be a threshold
probability even if the distance is sub-linear in the system size (see section 1.5).
Then, we want to check whether there exists a stabilizer MERA code with a
non-zero threshold probability w.r.t. Pauli noise and some recovery map, that
we have to construct.

Our computer program works as follows:

• we randomly generate a Pauli error P , where each tensor product factor
is independently an X,Y or Z with probability p/3, for some p, or an I
with probability 1− p.

• we measure the error syndrome associated to P , i.e. we check if P com-
mutes or anticommutes with the stabilizers of the ancilla qubits (once
we map such stabilizers to the physical level using the encoding map).
Remark 3.5.1. Numerically we do that in one of the two following ways,
depending on convenience: either we directly verify whether P commutes
or anti-commutes with those stabilizers, or we renormalise P with the
unitary extension of the MERA and check what the state of the ancil-
las is.
Experimentally one has two options: 1) measure the stabilizer on the
bottom level, which in general means measuring operators supported
on a large number of qubits, far from each other in the general case 2)
decode the encoded state applying the inverse of the unitary encoding
map and then measure the ancillas. The second option has the advan-
tage that one has to perform just a single-qubit measurement, but the
disadvantage is that one has to perform also the decoding, as we have
said, and that would make error correction impossible if the noise chan-
nel acts on the decoded state (there is no reason why that should not
happen in an experiment). Hence one has to stick with method 1.

• We run a recovery algorithm (definition 1.5.7) chosen among one of those
that we will present in the following, which takes the error syndrome and
outputs its best guess about what is a correction P̃ , chosen among the
Pauli operators compatible with the given syndrome (definition 1.5.4)
such that P̃P acts as the identity on the code subspace, i.e. such that
P̃P belongs to the stabilizer group. If it does not, then it is a logical
operator and we say that the recovery algorithm failed for the error P .
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• We repeat the procedure for many random errors and estimate the logical
error rate as the fraction of times the recovery algorithm failed. We
repeat the whole procedure also for different probabilities p and various
levels of encoding.

Before presenting some results, we want to formalize the problem of finding
a “good” recovery algorithm. The idea is that we have a linear map and we
are given a few bits (the syndrome) of the output caused by some input (an
error); from those bits we have to guess an input (a correction), compatible
with those bits, such that our guess lays in the same coset of the true input.
We can phrase the problem in purely classical terms:

Definition 3.5.2 (The recovery game). Consider a linear map Mn : F2n
2 →

F2n
2 and a subspace Sn ⊂ F2n

2 such that dimSn ≤ n − 1, where F2n
2 is the

binary vector space over F2. Let Pn be a probability distribution over the 22n

binary vectors in F2n
2 . Suppose that Alice and Bob know what Sn,Mn and

Pn are.
Alice chooses a vector v1 ∈ F2n

2 according to Pn and reveals dimSn bits of
v2 =Mn(v1) to Bob. According to some strategy, Bob chooses (computes) a
vector v3 such thatMn(v3) coincides with the revealed bits. If v3 ⊕ v1 /∈ Sn,
we count one fail for Bob (⊕ denote the bitwise sum modulo 2).
They repeat the procedure N times. Call fn,N the fraction of times Bob fails.
The bits revealed by Alice are always at the same position for every trial. Bob
wins the recovery game w.r.t. sequences of subspaces {Sn}n≥2, maps {Mn}n≥2
and probability distributions {Pn}n≥2 if he can find a strategy such that

lim
n

lim
N
fn,N = 0. (3.36)

Definition 3.5.3 (The efficient-recovery game). We say that Bob wins the
efficient-recovery game if he can find a winning strategy for the recovery game
and if he can compute v3 in polynomial time, using the same strategy.

In our case, the subspace Sn is the code subspace defined by a 1D binary
MERA (as in figure 3.5.1) with log2 n levels, the map Mn is the unitary
extension of the renormalization map and the probability distribution Pn is the
one corresponding to i.i.d. Pauli noise (throughout this section we implicitly
use the isomorphism (3.30) to map Pauli operators to binary vectors). The
vector v1 is an error and the revealed bits are the error syndrome (for 1 logical
qubits they are always n−1). We denote the syndrome by s ∈ Fn−1

2 to conform
the notation to the one we used in definition 1.5.4. The strategy is a recovery
algorithm (definition 1.5.7). Moreover, being able to win the recovery game is
equivalent to the existence of a threshold probability.

As we discussed in section 1.5, there are two commonly used strategies:

• the maximum-likelihood recovery algorithm: Bob chooses the most likely
vector v3 compatible with the given syndrome s, that is, he looks for the
maximum of the probability distribution Pn(v|v ∈ Cs), where we call Cs
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the set of vectors v ∈ F2n
2 corresponding to Pauli operators compatible

with s (definition 1.5.4);

• the smallest-weight recovery algorithm: Bob chooses v3 to be the smallest-
weight vector in Cs (i.e. the corresponding Pauli operator is the smallest-
weight Pauli operator compatible with the given syndrome). If the
smallest-weight vector is not unique, then Bob chooses one according
to some criterion or he can just pick a random one.

The problem is that both types of recovery algorithm take an exponential
time in n to compute v3, hence, if one is able to win the recovery game using
one of them, then one is not able to win also the efficient-recovery game using
the same one, but it may be possible using another one: depending on what
Mn is, the most common way of tackling the problem is to find a recovery
algorithm which does not look for the most likely or the smallest-weight vector,
but which looks for a “very” likely or “sufficiently small” weight vector, where
“very” or “sufficiently” have to be ultimately quantified by the fact that one
is able to win the efficient-recovery game or not.

For stabilizer MERA codes we checked first whether we can win the re-
covery game with the smallest-weight recovery. We present the results of the
simulations we have performed with the code listed as example 7 in table 3.5.1,
which looked the most promising one because it satisfies the idealized Kim &
Kastoryano assumptions across just 2 levels. As a reference, example 7 is
constructed from the following Clifford element as disentangler:

I ⊗ Z 7→ Z ⊗ I (3.37)
Z ⊗ I 7→ Z ⊗X (3.38)
I ⊗X 7→ X ⊗ Y (3.39)
X ⊗ I 7→ Z ⊗ Z, (3.40)

where for example I ⊗Z is mapped to Z ⊗ I under conjugation, and from the
following one as isometry:

I ⊗ Z 7→ Z ⊗X (3.41)
Z ⊗ I 7→ Y ⊗ Y (3.42)
I ⊗X 7→ I ⊗ Y (3.43)
X ⊗ I 7→ X ⊗ Y. (3.44)

We have some evidence for the existence of a threshold probability, whose
value is around 19% (see figure 3.5.2). Unfortunately simulating the system
for 32 qubits or more is daunting and then figure 3.5.2 does not give very
strong evidence of this fact. However, we considered other codes with the
same properties of example 7 and they also seem to show a threshold prob-
ability around the same value, which makes us think that the value of such

69



Figure 3.5.2: We show the results of the simulations we performed with example 7
in table 3.5.1. On the x-axis there is the physical error probability p for single-qubit
i.i.d. Pauli noise (definitions 1.1.10 and 1.1.9), whereas on the y-axis we report our
estimate for the logical error rate, evaluated with Monte Carlo methods as the fraction
of times the smallest-weight recovery algorithm failed in correcting a Pauli error. We
see that the lines cross around 19% and that below this value the logical error rate
seems to decrease with the system size, whereas above it seems to increase, suggesting
that p̄ ' 0.19 may be a threshold probability for this MERA stabilizer code.

a threshold probability should come just from geometric considerations (for
codes satisfying the idealized K&K assumptions, of course).

A value of 19% would be enormous for a threshold probability, especially
for a 1D system: for example for the toric code in 2D it is 10.3% w.r.t. Pauli
noise using a minimal-matching decoder (see for example [29] for a review).
The price we pay here is the non-locality of the stabilizer generators of our
MERA code. We do not really know how to show explicitly that there is no
choice for the stabilizer generators such that they are all local, however this
must be the case because otherwise it would contradict the results of Bravyi,
Poulin and Terhal [18, 27].

Candidate recovery algorithms and their properties

We then tried to construct a recovery algorithm (definition 1.5.7) able to
win the efficient-recovery game (definition 3.5.3), i.e. we tried to construct
a classical algorithm which takes as input an error syndrome s and outputs
in polynomial time a Pauli operator compatible with s (definition 1.5.4), in
such a way that there still exists a threshold probability (definition 1.5.8),
even if it is lower than the one achievable with the smallest-weight recovery
algorithm (whose corresponding recovery map is given in definition 1.5.6). If
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Figure 3.5.3: The ij-th ancilla at level j is denoted by aj,ij , ij = 1 . . . 2j . Qubits
al level j are denoted by q(j)

ij
, ij = 1 . . . 2j . An operator acting on level j is denoted

with a superscript j, e.g. O(j), meaning that it acts on
⊗2j

ij=1(Haj,ij
⊗H

q
(j)
ij

), where

here H = C2 because we consider qubits.

a recovery algorithm does not manage to win the efficient-recovery game, we
say that such an algorithm “failed”. In this section we examine several natural
recovery algorithms for stabilizer MERA codes, that we call type I, type IIa
and type IIb (they failed).

We introduce first some notation, exemplified in figure 3.5.3. In the encod-
ing direction, at each step j we introduce 2j new ancillas in the state |0〉. We
label by aj,ij the ij-th ancilla introduced at level j, and we denote its initial
state as |0〉aj,ij , where ij = 1 . . . 2j . Moreover, qubits al level j are denoted by

q
(j)
ij

, ij = 1 . . . 2j . An operator acting on level j is denoted with a superscript j,
e.g. O(j), meaning that it acts on

2j⊗
ij=1

(
Haj,ij ⊗Hq(j)

ij

)
, (3.45)

where here H = C2 because we consider qubits. We denote an operator at
level j acting non-trivially only over an ancilla aj,ij as O(j)

aj,ij
. Operators at

level j can be mapped at lower levels by the encoding map E (definition 2.2.1).
We call Ẽj2j1 the encoding map from level j1 to level j2 ≥ j1 constructed using
the unitary extension (definition 2.1.1) of the MERA instead of the MERA
itself. Then we define

O(j2)
aj,ij

:= Ẽj2j
(
O(j)
aj,ij

)
(3.46)

(see figure 3.5.4 for an example) for j2 ≥ j. One of the most relevant cases
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Figure 3.5.4: Z(2)
a2,2 is a single-qubit Pauli Z acting on ancilla a2,2 at level 2. The

encoding map Ẽ3
2 maps Z(2)

a2,2 to Z(3)
a2,2 , which is supported at most on the qubits in

the future causal cone F({a2,2}) of a2,2 (not necessarily supported non-trivially on
each of them, but at least on one). In particular, this means that Z(3)

a2,2 in general
has non-identity tensor product factors over more than one qubit, whereas Z(2)

a2,2 only
over a single one.

is when O is Pauli Z, because Z(j)
aj,ij

is the trivial stabilizer of |0〉aj,ij , and

therefore Z(j2)
aj,ij

is the corresponding stabilizer at level j2 (i.e. it is a stabilizer
of the stabilizer code represented by the MERA when it has a total of j2
levels). Notice that Z(j2)

aj,ij
for j2 > j is in general a multi-qubit Pauli operator,

whereas Z(j)
aj,ij

is a single-qubit one (see also figure 3.5.4).
In the following, consider a MERA with N total encoding levels. Recall

that, when we say that an ancilla switches, we mean that its state changes
from |0〉 to |1〉 modulo phases (there are no other possibilities for stabilizer
MERA codes).

Type I. Notice that, given a syndrome s (definition 1.5.4) caused by an
error P (N)

s , it is easy to find a Pauli operator compatible with it: write s as

s = (s0,1, s1,1, s1,2, . . . , sj,ij . . . , sN−1,2N−1), (3.47)

i.e. we order the syndrome bits starting from one bit corresponding to the first
ancilla at the top, then two bits corresponding to the two ancillas introduced
at level 1 and so on. If sj,ij = −1, it means that the ancilla aj,ij has switched
from |0〉aj,ij to |1〉aj,ij = X

(j)
aj,ij
|0〉aj,ij . It follows that a way to make this ancilla

switch back to |0〉aj,ij is to act on the bottom level with X(N)
aj,ij

, because this

operator is renormalized to X(j)
aj,ij

by definition and it cancels the other one
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(X2 = I). Notice that all the other ancillas do not change if we apply X(N)
aj,ij

,
hence the Pauli operator

P̄ (N)
s :=

∏
j,ij : sj,ij=−1

X(N)
aj,ij

(3.48)

is compatible with s. Recall that, because we are considering only Clifford
operators, the encoding and renormalization of Pauli operators can all be
represented in terms of binary vectors and binary symplectic matrices through
the isomorphism (3.30). Therefore, the computation of P̄ (N)

s takes at most
O(n4 logn) time, where n = 2N is the system size (n− 1 ancillas, for each one
at most log2 n multiplications of matrices with dimension smaller than n×n).

It is intuitively understandable (and we checked it numerically) why (3.48)
is not a good choice to try to correct the error P (N)

s that caused the syndrome s:
because the width of the future causal cone of an ancilla increases exponen-
tially (it is immediate to extend the definition 2.1.4 of future causal cone to
the unitary extension of the MERA), we have that in general X(N)

aj,ij
can be

supported on a large number of qubits (in the same way as Z in figure 3.5.4),
but this means that very likely P̄ (N)

s P
(N)
s has a high weight, which makes it a

good candidate to be a logical error.
Notice that if we multiply P̄

(N)
s by any Z

(N)
aj,ij

, j = 0 . . . N − 1 and ij =
1 . . . 2j , then we obtain another Pauli operator which is compatible with the
given syndrome. Indeed, all Pauli operators with this property are obtained
multiplying P̄ (N)

s by any number of elements in the set {Z(N)
aj,ij
}, so that in

total we get 2n−1 such Pauli operators. It would be desirable to have an
efficient algorithm which reduces the weight of P̄ (N)

s till we get one of the
smallest weight Pauli operators among those 2n−1 ones. However, at best of
our knowledge, such an algorithm is not available, so that in principle one has
to check all the possibilities, but they are exponentially many.

We verified the performance of a randomized heuristic algorithm: for M
times we pick a random number of elements in the set {Z(N)

aj,ij
} and multi-

ply P̄ (N)
s by each of those selected elements; if the new weight is smaller we

save such choice, otherwise we discard it and try another one. However, we
saw from our simulations that this randomized algorithm has a very poor per-
formance unless M is quite large, but then this slows down the computation
a lot, also because we repeat the procedure M times even if e.g. after the first
one we have already found the smallest-weight error. In particular, it slows it
down so much that it is preferable in general to use simply the smallest-weight
recovery algorithm.

Type IIa. The main idea of type IIa and IIb recovery algorithms is to
exploit the local structure of MERA to construct a Pauli operator P̄ (N)

s with
a (hopefully) small weigh, compatible with a given syndrome s caused by an
error P (N)

s . We call P̄ (N)
s a “correction”. We want to proceed level by level of

73



the MERA, in the sense that we want to fix the ancillas at the bottom level
first, then the ones one level higher and so on (see also figure 3.5.5).

An important observation is that if an ancilla aj,ij switches, then it means
that the error P (N)

s must have at least one tensor-product factor which is
an X, Y or Z acting on one of the qubits belonging to the intersection of
level N and of the future causal cone F({aj,ij}) (definition 2.1.4) of such an
ancilla. Hence we want to construct P̄ (N)

s by putting at least one X, Y or
Z in the future causal cone of every ancilla switching, looking for the right
small-weight combination which makes such an ancillas actually switch back
to |0〉, but which at the same time does not make switch the ancillas that were
already fine. Notice that, on the contrary, if an ancilla does not switch, it
does not mean that there is no non-identity tensor-product factor of P (N)

s in
its future causal cone.

The correction P̄ (N)
s is constructed as

P̄ (N)
s =

N∏
j=1
ẼNj (P̃ (j)

s ) (3.49)

where P̃ (j)
s at level j is computed as we are going to explain. We start com-

puting P̃ (N)
s , then P̃ (N−1)

s and so on, because the construction of P̃ (j)
s depends

on all the previous {P̃ (i)
s }Ni=j+1. See figure 3.5.6 exemplifying a few steps of

the computation.
Algorithm to compute P̃ (j)

s :

1. If j = N , let P (N)
temp = P

(N)
s , otherwise P (N)

temp = P
(N)
s

∏N
i=j+1 ẼNi (P̃ (i)

s ).

2. Compute the following two sets (i.e. “compute the partial syndrome of
P

(N)
temp at level j − 1”):

A
(j−1)
|0〉 = {aj−1,ij−1 : [P (N)

temp, Z
(N)
j−1,ij−1

] = 0, ij−1 = 1 . . . 2j−1}

A
(j−1)
|1〉 = {aj−1,ij−1 : {P (N)

temp, Z
(N)
j−1,ij−1

} = 0, ij−1 = 1 . . . 2j−1}. (3.50)

3. We label by q
(j)
1 , . . . , q

(j)
2j the qubits at level j and we define L(j) =

{q(j)
i , i = 1 . . . 2j}. For every a ∈ A(j−1)

|1〉 we call

F (j)
a = F({a}) ∩ L(j) (3.51)

C(j−1)
a = C(F (j)

a ) ∩ A(j−1)
|0〉 , (3.52)

where F and C are respectively the future and past causal cones (defini-
tions 2.1.4 and 2.1.3). We also define

F (j) = {Fa, a ∈ A(j−1)
|1〉 } (3.53)

C(j−1) =
⋃

a∈A(j−1)
|1〉

C(j−1)
a . (3.54)
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Figure 3.5.5: Here we show an example which is not specific to any code but it is
just illustrative of how the recovery algorithm type IIa works. Let an error P (3)

s be
P

(3)
s = IXIXZIY I as shown (in red) in a). The error syndrome s of P (3)

s is also
shown in a), in terms of which ancillas switch or not. Figures b), c) and d) show
the construction of a correction P̄ (3)

s (ideally, the smallest-weight one) which has the
same syndrome as P (3)

s . At each of those steps we update the correction (in blue) in
such a way that at step b) its syndrome coincides with s at the lower level, at step
c) at the two lowest levels and at step d) at all three levels. From d) we see that
in this example P̄ (3)

s = ZXIXIZII and so P (3)
s P̄

(3)
s = ZIIIZZY I. Moreover, by

construction P (3)
s P̄

(3)
s has the trivial syndrome (all ancillas in the state |0〉), because

each ancilla either switch twice or none. We say that the recovery algorithm did not
manage to correct P (3)

s if P (3)
s P̄

(3)
s does not belong to the stabilizer group of the given

stabilizer MERA code.
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4. We then look for the smallest-weight Pauli error P (j) at level j satisfying
the following conditions:

(a) ∀F ∈ F (j), F ∩ SP (j) 6= ∅, where SP (j) is the set of faulty locations
of P (j), as defined with equation (1.5), i.e. SP (j) ⊆ L(j) is the set
of qubits over which P (j) acts with a non-identity tensor product
factor;

(b) for all ancillas a ∈ A(j−1)
|1〉 , {Z(j)

a , P (j)} = 0;

(c) for all ancillas c ∈ C(j−1), [Z(j)
c , P (j)] = 0.

Remark: the ancillas with no X, Y or Z in their future causal
cone can not switch, so they are not included here because it is
geometrically guaranteed that they satisfy this condition.

Such a task can be accomplished in more or less elaborate ways: the
easiest one is just to consider all Pauli operators one by one, starting
from the smallest weight ones, until we find the first one which satisfies
all three conditions. Otherwise one can directly generate Pauli operators
compatible with the first condition and then check just the last two.

5. We set P̃ (j)
s equal to the Pauli operator found at the previous step.

We observe that this algorithm is not really efficient, because for example
to compute P̃ (N)

s in the worst-case there are 2N−1 = n/2 ancillas switching
and then one has to search a correction among all the possible 4n Pauli op-
erators. However, an advantage w.r.t. a recovery algorithm which considers
the full error syndrome is that at each level there are fewer constraints that a
correction has to satisfy, so that in general one has to check much fewer Pauli
operators than 4n in order to find one which is compatible with the above three
conditions (and which has a small-weight). However, we saw from our simu-
lations that the performance of this recovery algorithm is quite compromised
and there is no threshold probability (or it is smaller than 10−7).

One of the main problems of the type IIa recovery algorithm, in making a
good guess to correct an error, can be understood in the following way: because
we are considering i.i.d. Pauli noise (definition 1.1.9) and the corresponding
probability distribution induced over Pauli operators, it is justified the strategy
of picking P̃ (N)

s as the smallest-weight Pauli operator fixing the ancillas at the
bottom level, however, at higher levels the probability distribution is not of
i.i.d. kind anymore, but it depends on the specific Clifford unitaries which
form the given MERA. Therefore, the higher we go the more likely it is that
we choose to update the correction in a way that is not very likely to work.

Type IIb. Heuristically, we tried to solve that issue with the type IIb
recovery algorithm, which we may also call the “minimal-updates” recovery
algorithm. We start computing P̃ (N)

s using the same algorithm as the previous
one, then we renormalise it by one level to P (N−1)

temp ≡ (E∗)N−1
N (P̃ (N)

s ) where E∗
is the renormalization map (definition 2.1.2).
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Figure 3.5.6: Here we pick N = 4 and explain graphically a few steps in the com-
putation of P̃ (4)

s , referring to the algorithm explained starting from equation (3.49).
Because only the ancillas at level N−1 = 3 are involved, we do not draw the rest of the
network. In this example assume that the states of the ancillas are found as shown.
a) We have that A(3)

|1〉 = {a3,3, a3,4, a3,7} and A(3)
|0〉 = {a3,1, a3,2, a3,5, a3,6, a3,8}, where

these two sets are defined in (3.50). Then, for each a ∈ A(3)
|1〉 , F

(4)
a includes the qubits

we have circled in the first figure, where the F (4)
a are defined in (3.51). b) We consider

the past causal cones of those qubits and we can see that C(3) = {a3,2, a3,5, a3,6, a3,8},
where such a set is defined in (3.54).
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We also compute the partial error syndrome of P (N−1)
temp at level N − 2,

similarly to step 2 in the previous algorithm. Now we look for the smallest-
weight Pauli operator P̂ (N−1) such that P (N−1) ≡ P̂ (N−1)P

(N−1)
temp satisfies the

three conditions above. We proceed like this till the top, where we check if
(E∗)0

1(P̃ (1)
s ) is a logical operator or not, i.e. if it is an X,Y, Z or an I over the

logical qubit al level 0. One may also compute the actual physical correction
that one should apply at level N , but numerically that is not relevant to
estimate the logical error rate and the threshold.

We call it the minimal-updates recovery algorithm because in this case we
are renormalising to a target level the corrections computed at lower levels,
and then trying to modify them as little as possible. In this way, we expected
to find a correction more consistent with the probability distribution over
Pauli operators at higher levels, but in the end the improvement in terms of
performance of the recovery algorithm was negligible, if any.

We examined also other similar recovery algorithms, in which we proceeded
for example 2-levels by 2-levels, instead of level by level. The performance im-
proves approaching the one of the smallest-weight recovery algorithm, which
uses the full syndrome information, but the computational cost increases as
well. We believe that the problem with this approach is that, if we want to
proceed k-levels by k-levels, where k is fixed, then for increasing number N of
levels the ratio k/N gets smaller, so that this kind of recovery algorithm be-
comes less and less relatively powerful. It follows that for recovery algorithms
of this kind we do not expect a threshold probability to exist.
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Chapter 4

MERA Codes: Correctability
of Arbitrary Noise

In this chapter we want to extend the results that have been derived by Kim
& Kastoryano (K&K) [7] about the possibility of constructing a recovery map
for MERA codes in the case of erasure errors (see chapter 3). Indeed, we want
to consider arbitrary errors, in the sense that we do not want to assume that
the location of the errors is known. The motivation comes from the fact that
such an information is not generally available in a realistic situation, except
in a few cases, namely when photon loss is experimentally the main source of
errors.

Hence, we want to investigate under which circumstances we can still guar-
antee the existence of a “good” recovery map, even when the (precious) in-
formation about the location of errors is unavailable to us. By dropping such
an assumption we can no longer use the theorems about local approximate
quantum error correction (see section 1.4 for a summary of [17]) and so, as a
tool, we will rely on the approximate Knill-Laflamme conditions derived by
Bény & Oreshkov (see section 1.3 for a summary of [1]).

Remark 4.0.1. It is well-known (theorem 1.1.1, see chapter 7 of [8] for a dis-
cussion) that a code able to correct all erasures of d−1 qubits can also correct
all errors on (d− 1)/2 qubits, even without knowing their location, hence, as
long as a noise channel has Kraus operators with weight smaller than the dis-
tance d of the code, then the “difference” between erasure and arbitrary noise
is just a factor of 2, but, whenever the channel is a less restricted one, then we
are entering the realm of approximate quantum error correction (section 1.3)
and the previous connection breaks down, so that one has to rely on more
elaborate techniques, like the ones mentioned above.

4.1 Tools

Consider a general noise channel N (ρ) = ∑N
i=1EiρE

†
i and a (code) subspace

C with projector Π. Referring to theorem 1.3.1 and corollary 1.3.1, we have
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that C is an approximate quantum error correcting code w.r.t. N , with accu-
racy parameter ε (definition 1.3.3), if and only if we can write

ΠE†iEjΠ = λijΠ + ΠBijΠ (4.1)

where {λij} are the components of a density matrix λ = (λij)ij and the oper-
ators {Bij} are sufficiently “small”. Note that such an expression above is not
unique: first, we may consider different Kraus representations of N , second,
the separation on the r.h.s. into one part proportional to Π and the rest can
be done in different ways. We call the {Bij} the (non-unique) corrections to
the Knill-Laflamme conditions. By corollary 1.3.1, if the following inequality
holds,

max
ij
‖ΠBijΠ‖ ≤

2
N2 ε

2, (4.2)

then C is an ε-QECC w.r.t. N (definition 1.3.3), where N is the number of
Kraus operators in the chosen representation of N . Notice that the {Bij}
depend on such choice and on λ through equation (4.1).

Considering a system made up of n qubits, with Hilbert space H = (C2)⊗n,
we would ultimately like to consider i.i.d. noise (definition 1.1.5), i.e.N = N⊗n1
where N1 is a single-qubit channel (qudits would work as well). In that case,
naively N grows exponentially in the system size and this means that to prove
ε-correctability one would need to find bounds on the corrections which are
exponentially small in n. It will turn out that it is not easy to get that kind
of bounds (the best bounds of this kind to our knowledge were found by Lee,
Brell and Flammia in a paper [16] regarding the honeycomb model, in which
the authors find bounds which are exponentially small in the square root of
the system size, in the case in which the support of the errors is restricted to
not-too-big simply connected region). Moreover, we will show that this is the
reason why we will have to restrict just to constant-support Kraus operators.
By constant-support we mean that the number of non-identity tensor product
factors of any Kraus operator in a given representation is upper-bounded by a
constant independent of the system size n, so that their number can increase
at most polynomially, instead of exponentially.

Actually, the number N of Kraus operators describing N depends on the
chosen representation and it can be taken as small as the dimension (defini-
tion A.0.3) dimN|C ≡ Ñ of the noise channel restricted to act on states sup-
ported on the code subspace (see appendix A), i.e. Ñ is the number of linearly
independent Kraus operators of N|C . Trivially we have that Ñ ≤ (dim C)2,
where dim C is the dimension of the code subspace. In the remainder of this
chapter, otherwise stated we will consider a 1D binary MERA as in figure 2.1.1,
for which we fix the number k of logical qubits, i.e. we fix the dimension of the
code subspace, and for which we use different levels of encoding, correspond-
ing to a number n of physical qubits which is growing with the depth of the
MERA encoder. For fixed k, then, the upper bound Ñ ≤ 22k is independent
of the system size n and it seems that we can avoid the problem of finding
bounds exponentially small in the system size in (4.2) by working with this
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other Kraus representation for N|C . This can be done, however it may be even
harder to find bounds in the new representation.

We can give an intuitive explanation of why this is the case: consider for
example N to correspond to Pauli noise, and let {Ei|C}Ni=1 and {Ẽi|C}Ñi=1 be
two Kraus representation of N|C ; in particular, let the former be the one in
which each Ẽi|C is proportional to a Pauli operator Pi (definition 1.1.7) and
let the latter be a minimal representation. In the first case, by choosing Pauli
operators we have a clear characterization of the weight of an Kraus operator
and of the qubits on which it is supported. This is what will be helpful in the
proofs in the next section, whereas it is not clear how to proceed in the second
case.

One may also think that we may get a bound independent of the system size
on ‖ΠB̃ijΠ‖, where ΠB̃ijΠ ≡ ΠẼ†i ẼjΠ− λ̃ijΠ for some λ̃, in the case in which
we manage to get a bound on ‖ΠBijΠ‖ which is not exponentially small in the
system size, i.e. one may think that getting some not very useful bound in one
representation may imply a good enough bound in another one. However, we
can bring some evidence showing that this is not the case in general. Recall
from appendix A that two representations of the same quantum channel are
related by a unitary, or an isometry if one representation has more Kraus
operators than the other one. In this case {Ẽi|C} is the smaller set, hence we
have that Ẽi|C = ∑

j(V †)ijEj |C where V is an isometry and the indices i and j
take respectively Ñ and N different values. So we have the transformation
ΠẼ†i ẼjΠ = ∑

kl VkiV
†
jl ΠE†kElΠ and similarly
∥∥∥ΠB̃ijΠ∥∥∥ =

∑
kl

∥∥∥VkiV †jl ΠBklΠ
∥∥∥ . (4.3)

There is a caveat here, in the sense that B̃ij does not necessarily have to
transform in this way, because in different representations the separation of
ΠẼ†i ẼjΠ into a density matrix and corrections as in (4.1) does not have to be
the same. However, we do not know what is the best choice in general and it
seems reasonable to use the above equation. Taking maximizations we get

max
ij

∥∥∥ΠB̃ijΠ∥∥∥ = max
ij

∑
kl

∥∥∥VkiV †jl ΠBklΠ
∥∥∥ (4.4)

≤ max
ij

∑
kl

|Vki|
∣∣∣V †jl∣∣∣ ‖ΠBklΠ‖ (4.5)

≤ N2
(
max
ki
|Vki|

)(
max
jl

∣∣∣V †jl∣∣∣) max
kl
‖ΠBklΠ‖ (4.6)

≤ N2 max
kl
‖ΠBklΠ‖ . (4.7)

Therefore, at least according to this inequality, if maxkl ‖ΠBklΠ‖ is sub-
exponentially small in n, then we cannot prove that maxij ‖ΠB̃ijΠ‖ is upper-
bounded by a constant independent of the system size (but it could still be
possible to do that by some other means).
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4.2 Correctability of constant-support arbitrary er-
rors

In this section we want to show that a MERA code, satisfying some assump-
tions that we specify in the following, is an approximate QECC w.r.t. noise
channels with constant-support Kraus operators, as defined in the previous
section.

First, consider the errors to have weight equal to 1, i.e. consider a noise
channel whose Kraus operators {Ei} can all be expressed as single-qubit opera-
tors (it is a very unrealistic situation and very far from i.i.d. noise, clearly). To
simplify the notation, assume that for each qubit there exists only one Kraus
operator non-trivially supported onto it: in this way we can label Kraus oper-
ators and the position on the lattice with the same index, e.g. Ei is the Kraus
operator supported on the i-th qubit (the results we will present generalize
easily to more than one Kraus operators per qubit).

Following Kim & Kastoryano [7], we assume that there is only one type of
elementary block (definition 3.1.2), and so only one transfer operator φ, such
that φ is diagonalizable and

φ(O) =
∑
k≥0

λk Tr(R†kO)Lk (4.8)

where λ0 = 1, |λk| < 1 for k 6= 0, L0 = 1, R0 is a density matrix corresponding
to the unique stationary state of the channel and Tr(R†lLk) = δkl (for a careful
discussion see section 3.1 and appendix A.1). To simplify the analysis, here we
ignore again the fact that we already know that in general there are more than
one transfer operator and that φ is not diagonalizable. However, the result
can be generalized using what we mention in section A.1 or using more than
one set of eigenvalues in the following, but that would just make the notation
more cumbersome and it does not change the conclusion qualitatively.

Recall from the previous section that we want to find expressions for
ΠE†iEjΠ in the form of (4.1), i.e. we want to separate (a little bit heuris-
tically) the action of E†iEj into some part proportional to the identity on the
code subspace and some “corrections”. The code subspace projector Π on the
image of an isometric encoder E is given by WW †, where E(ρ) = WρW † and
W is an isometry, in our case the MERA itself. Hence

ΠE†iEjΠ = W
(
W †E†iEjW

)
W † = ΠW

(
W †E†iEjW

)
︸ ︷︷ ︸

(E∗)s0(E†iEi)

W †Π. (4.9)

We can see that in parenthesis it appears the renormalization map E∗ (defini-
tion 2.1.2) from the physical level 0 to the top of the network at level s (for a
1D binary MERA we have n = k2s where s is the depth of the network, see fig-
ure 2.1.1). Using the notation introduced at the beginning of chapter 3, we de-
note by (E∗)s2

s1 the renormalization map from level s1 to level s2 ≥ s1. Then we
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can use the assumptions on φ whenever E†iEj , E
†
i , Ej , (E∗)s̃0(E†iEj), (E∗)s̃0(E†i )

and/or (E∗)s̃0(Ej) are supported on an elementary block, for any s̃ = 1 . . . s−1.
We consider three cases in which we can choose a pair of errors Ei and Ej .

The separation into such three cases is quite arbitrary and in the following we
will explain the reason of this choice and when it is not really useful to make
this distinction. Case 1 is peculiar but it can actually be included in case 2,
and we will do that to simplify some formulas.

Case 1: i = j. In this case E†iEi is supported on an elementary block,
supposing that each qubit is included in some elementary block (which is the
case for example for a binary MERA). It follows that

ΠE†iEiΠ = ΠW
(
(E∗)s0(E†iEi)

)
W †Π (4.10)

= ΠW
(
φs0(E†iEi)

)
W †Π (4.11)

= Tr(R0E
†
iEi)Π + Π

(∑
k 6=0

λsk Tr(R†kE
†
iEi)WLkW

†
)
Π. (4.12)

Case 2: i “close” to j. Recall that, for our choice of noise channel, two
errors Ei and Ej are separated on the physical level by a distance |i− j| in
terms of lattice spacing. Such a distance more or less halves at each renor-
malization step, till the past causal cones of qubit i and qubit j intersect at
a scale rij ∼ log2(|i− j|). Then the two errors are not separate anymore but
they are “scrambled” and renormalized together by the renormalization map.
Definition 4.2.1 (Close and far errors). We say that Ei and Ej are close if
rij ≤ s/2 and far otherwise (see also figure 4.2.1).

When two errors are close we can write:

ΠE†iEjΠ = Tr(R0(E†iEj)s/2)Π + Π
(∑
k 6=0

λ
s/2
k Tr(R†k(E

†
iEj)s/2)WLkW

†
)
Π

(4.13)
where we use the notation (E†iEj)s/2 = (E∗)s/20 (E†iEj).

i “far” from j. When two elementary blocks are separated by a dis-
tance large enough (not necessarily when they are far according to our def-
inition), then the operators supported onto them can be renormalized inde-
pendently across a few levels, before their past causal cones (definition 2.1.3)
intersect (see figure 4.2.1). In the case where Ei is far from Ej , we have that
(E∗)rij0 (E†iEj) = φ

rij
0 (E†i )φ

rij
0 (Ej), where for far errors rij > s/2. Then

ΠE†iEjΠ = Tr(R0E
†
i ) Tr(R0Ej)Π + Π

(
Tr(R0E

†
i )
∑
k 6=0

λsk Tr(R†kEj)WLkW
†
)
Π

+ Π
(
Tr(R0Ej)

∑
k 6=0

λsk Tr(R†kE
†
i )WLkW

†
)
Π

+ Π
∑
k,l 6=0

(λkλl)rij Tr(R†kE
†
i ) Tr(R†lEj)W ((E∗)srij (Lk ⊗ Ll))W

†Π.

(4.14)
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=

a)

Figure 4.2.1: a) If two operators have non-trivial supports which are far enough (not
only when their support is contained in an elementary block), or if a single operator
has a support which can be divided into far-enough different clusters, then they can
be renormalized independently (graphical computations similar to figure 2.1.4). b)
The past causal cones of close errors E†i , Ej intersect before half of the network at a
scale rij ≤ s/2. c) In the case of far errors they intersect after half of the network.
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To summarize, we can define

λij := δ(rij ≤ s/2) Tr(R0(E†iEj)s/2)
+ δ(rij > s/2) Tr(R0E

†
i ) Tr(R0Ej) (4.15)

ΠBijΠ := δ(rij ≤ s/2) Π
(∑
k 6=0

λ
s/2
k Tr(R†k(E

†
iEj)s/2)WLkW

†
)
Π

+ δ(rij > s/2)
(

Π
(
Tr(R0E

†
i )
∑
k 6=0

λsk Tr(R†kEj)WLkW
†
)
Π

+ Π
(
Tr(R0Ej)

∑
k 6=0

λsk Tr(R†kE
†
i )WLkW

†
)
Π

+ Π
∑
k,l 6=0

(λkλl)rij Tr(R†kE
†
i ) Tr(R†lEj)W ((E∗)srij (Lk ⊗ Ll))W

†Π
)
.

(4.16)

These are our “candidates” for the density matrix and the corrections in the
approximate Knill-Laflamme conditions (4.1).

Definition 4.2.2 (Density-matrix assumption). We call the density-matrix
assumption the hypothesis for which the matrix λ = (λij)ij with entries given
by (4.15) is a positive matrix and therefore a density matrix (it is clear that the
trace is 1 because ∑i Tr(R0(E†iEi)s/2) = Tr(R0(∑iE

†
iEi)s/2) = Tr(R0) = 1,

using the fact that ∑iE
†
iEi = 1).

A sketch of the proof that such assumption holds in general would be the
following. Define a matrix λ̃(ψ) with entries λ̃(ψ)

ij = 〈ψ|E†iEj |ψ〉, where |ψ〉 is
a code state. We have that λ̃(ψ) is positive because ∀ |α〉 = (α1, . . . , αn) ∈ Cn

〈α|λ̃(ψ)|α〉 =
∑
ij

ᾱiαj 〈ψ|E†iEj |ψ〉 = ‖E |ψ〉‖2 ≥ 0 (4.17)

where E := ∑
j αjEj . Moreover

Tr(λ̃(ψ)) =
∑
i

〈ψ|E†iEi|ψ〉 = 〈ψ|ψ〉 = 1. (4.18)

Therefore λ̃(ψ) is a density matrix ∀ |ψ〉. Then for all k 6= 0 we would like to
take the “limit” λk → 0 in equation (4.16), while keeping R0 fixed (as in the
previous equations, R0 is the stationary state of the channel φ∗). It would
follow from taking this limit that λ̃(ψ) → λ for all |ψ〉 and so λ would also be
a density matrix. However, we are not really sure if we can take this limit,
which corresponds to the idealized K&K assumptions (definition 3.1.4) to be
satisfied. In particular, we already know that they cannot really be satisfied
by any 1D binary MERA (see section 3.5).
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Theorem 4.2.1. Consider a 1D binary MERA code Cs satisfying the Kim &
Kastoryano assumptions (definition 3.1.4) and the density-matrix assumption
(definition 4.2.2), with s levels of encoding, k logical qubits and n = k2s phys-
ical qubits. Suppose that the noise channel is N (ρ) = ∑n

i=1EiρE
†
i where Ei

is non-trivially supported only on qubit number i in the lattice or is propor-
tional to the identity. Moreover, suppose that ν > 4, where ν is the scaling
dimension of the MERA (definition 3.1.5). Then ∀ε > 0 there exists an s
sufficiently large such that Cs is an approximate quantum correcting code with
approximation parameter ε (definition 1.3.3).

Proof. We need to find estimates on the corrections in (4.16). Similarly to
how we proved theorem 3.1.1, for close errors we have that:

‖ΠBijΠ‖ ≤ 2−νs/2
∥∥∥E†iEj∥∥∥∑

k 6=0
‖Lk‖ ‖Rk‖1 (4.19)

≤ 2−νs/2
∑
k 6=0
‖Lk‖ ‖Rk‖1 (4.20)

≡ C 2−νs/2. (4.21)

On the other hand, for far errors we have:

‖ΠBijΠ‖ ≤ 2C 2−νs + C2 2−2νrij (4.22)
≤ (2C + C2) 2−νs. (4.23)

Overall these results imply that

max
ij
‖ΠBijΠ‖ ≤ max{C 2−νs/2, (2C + C2) 2−νs}. (4.24)

Suppose that the first term is greater. Recall that s = log2(n/k) and so
2−νs/2 = (n/k)−ν/2. It follows that

n2 max
ij
‖ΠBijΠ‖ ≤ O(n2− ν2 ) (4.25)

and therefore if ν > 4 the r.h.s. is smaller than any fixed ε > 0 for n suf-
ficiently large (which means s sufficiently large). The theorem follows from
corollary 1.3.1 and theorem 1.3.1 (here N = n).
Similarly, if the second term in (4.24) is greater, then we get n2 maxij ‖ΠBijΠ‖ ≤
O(n2−ν), which for ν > 4 can also be made arbitrarily small for a sufficiently
large n.

The above theorem can be generalized in many ways:

• First it holds for any kind of MERA (simply e.g. for a m-nary MERA rij
is given by logm |i− j| instead of log2 |i− j|) and in higher dimensions.
In the latter case there is a dimensionality factor appearing in the system
size: for example for a D-dimensional binary MERA n = k2Ds and this
has the effect that we need to require ν > 4D.
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• There can be more than one single-qubit error per qubit. This simply
at most multiplies the l.h.s. of (4.25) by a constant factor (there are 4
linearly independent errors on a qubit).

• We can consider errors supported on elementary blocks instead of a single
qubit, so that the size of their support is upper-bounded by a constant,
which is the size of the biggest elementary block. Then their number is
polynomial in the system size. If the degree of the polynomial is m, then
one needs ν > 4m.

• We can also consider errors whose support has size upper-bounded by a
constant M but where we do not require them to be supported within
an elementary block. Then their number is still polynomial in n and to
prove bounds on the corrections we need to generalise the technique we
used above: we group the non-identity tensor product factors of E†iEj
into clusters of errors that we can renormalise independently; whenever
the past causal cones of two clusters intersect, we renormalise them
together and, whenever a cluster is supported on an elementary block,
we use the assumptions on φ. If n � M , then for each choice of E†iEj
every cluster renormalizes at least over s−O(1) elementary blocks and
so the norm of the corrections can be bounded by O(2−ν(s−O(1))).

4.3 Exact quantum error correction for arbitrary
errors

The problem of generalising even more theorem 4.2.1 arises when we want to
consider errors supported on an arbitrary number of sites, because then their
number becomes exponentially large but we can get bounds on the corrections
which are at most polynomially small in the system size (remember that s =
log2(n/k)). Similarly to the way taken by Kim & Kastoryano, the only escape
to this problem is to restrict to codes satisfying the idealized K&K assumptions
(definition 3.1.4), which correspond to taking the “limit” ν → +∞. Then it is
not useful to make the distinction between close and far errors. In terms of the
stabilizer MERA codes we studied in chapter 3, w.r.t. Pauli noise, it is only
relevant whether E†iEj renormalizes to some non-trivial Pauli operator on the
logical qubit at the top without making any ancilla to switch (see section 3.5),
because in that case it is a logical error. Then the minimal size of the support
of such an error is the distance d of the code.

If some ancilla switches, this means that ΠE†iEjΠ = 0 (the null operator),
whereas, if no ancilla switches but ΠE†iEjΠ acts as (a multiple of) the identity
on the top qubit, then it means that ΠE†iEjΠ ∝ Π. To summarize, if we
consider a noise channel whose Kraus operators {Ei} all have weight smaller
or equal to (d− 1)/2, it follows that E†iEj has weight at most d− 1 and hence
it is not a logical operator. In particular, the previous observations imply
that in this case N satisfies the Knill-Laflamme conditions (section 1.2) on
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the code subspace given by the MERA. Therefore, there exists a recovery map
(the Knill-Laflamme recovery map, definition 1.2.1) such thatR(N (ρ)) = ρ for
any code state ρ, i.e. a recovery map able to correct arbitrary errors supported
on at most (d− 1)/2 sites or any linear combination of them.

In chapter 3 we discussed lower bounds on d and we have provided evidence
of the fact that there exists stabilizer MERA codes with a threshold probability
(definition 1.5.8), that is, codes for which there exists a recovery map able to
correct a number of errors much higher than just those with weight smaller
than (d−1)/2 (specifically, a linear number of errors in the limit of large system
sizes). We have also argued that it it seems difficult to find non-stabilizer codes
satisfying the idealized K&K assumptions (definition 3.1.6), but if any exists,
then similar bounds would hold.
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Conclusions and Outlook

In this work we studied MERA codes, i.e. quantum error correcting codes
whose corresponding encoder is given by a quantum circuit with the structure
of a MERA. In particular, in section 3.5 we examined 1D stabilizer binary-
MERA codes and we analysed their properties:

• in general they are non-local codes (according to definition 1.5.3), which
on the one side makes it unclear how to realise them in practice, but on
the other side allows them to have a better distance than local codes,
which are subject to the bound d ≤ O(1) [18, 27]. More specifically, the
bound for generic MERA codes derived by Kim & Kastoryano [7] is

d ≥ 1
2
(n
k

)0.63
, (4.26)

in the case in which the code satisfies the “idealized K&K assumptions”
(definition 3.1.6), where n and k are respectively the number of physical
and logical qubits (see theorem 3.2.3). We have argued in section 3.5
that the scaling and the pre-factor should be modified because of some
discretization and finite-size effects which are ignored in theorem 3.2.3,
and because there is no code satisfying precisely the assumptions 3.1.6,
as we have verified numerically by exhaustive search (at least for 1D
binary MERAs).

• For some examples of stabilizer MERA codes (see table 3.5.1) we have
found not only that their distance seems to increase with the system
size (computing the distance is exponentially hard, so that we could
run our simulations only using a few qubits), but also that they seem to
show a high threshold probability (definition 1.5.8), around 19% (see fig-
ure 3.5.2), w.r.t. Pauli noise and the smallest-weight recovery algorithm
(definitions 1.1.9 and 1.5.6). Finding the smallest-weight error compati-
ble with a given syndrome is also exponentially hard in general, therefore
we examined many ways of constructing an efficient recovery algorithm
w.r.t. which there still exists a threshold probability, but none of our
trials showed such properties (see the last paragraph of section 3.5).
These examples of interesting codes are those which “almost” satisfy the
idealized K&K assumptions, in the sense that they satisfy them across
two and not just one renormalization steps (a broader discussion is in
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section 3.5). Therefore, we can say that it was a good intuition to pick
those assumptions in order to find an interesting code.

In chapter 4 we proved bounds on the error-correcting capabilities of
generic MERA codes against arbitrary noise channels, assuming that such
codes satisfy the (non-idealized) K&K assumptions (definition 3.1.4) and the
density-matrix assumption (definition 4.2.2). In particular, we generalized the
results of Kim & Kastoryano (section 3.2), which hold only in the case of era-
sure noise, to more general channels: in theorem 4.2.1 we showed that noise
channels, whose Kraus operators are non-trivially supported on a number of
physical qubits which is upper-bounded by a constant independent of the sys-
tem size, are correctable in the sense of approximate quantum error correction
(definition 1.3.3) if the system size is sufficiently large.

That is still quite restrictive in terms of the class of channels we allow, and
our problem in general falls into the current topic of research which tries to
prove how good a given code is in correcting against a generic noise channel,
even (and especially) in the case in which the given code is a stabilizer code
known to perform pretty well against Pauli noise.

To summarize, we think that MERA codes form an interesting class, among
which it is possible to find examples that seem to show a high threshold prob-
ability – which is a quite remarkable fact – at the price of sacrificing locality.
We leave to future work to confirm the existence of such a threshold proba-
bility, using more powerful numerical or analytical tools. Another open issue
is whether for stabilizer MERA codes there exists an efficient recovery algo-
rithm admitting a threshold probability. Moreover, we have not considered at
all the issue of fault tolerance; in particular, we do not know by how much the
threshold would change in the presence of measurement errors.
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Appendix A

Quantum Channels

Here we review some basic facts about quantum channels. Proofs and a more
detailed discussion can be found in [13].

Definition A.0.1 (Quantum channel). A quantum channel T : B(H)→ B(H′)
is a map with the following properties:

1. linear;

2. completely positive, i.e. ∀n ∈ N we have T ⊗ idn ≥ 0, where idn is the
identity operator onMn(C);

3. trace-preserving, i.e. Tr
(
T (ρ)

)
= Tr(ρ) ∀ρ ∈ B(H).

The above properties assure that T maps any density matrix to another
density matrix. Note that we need complete positivity and not just positivity
because we reasonably want a state to be mapped to a state also when we
trivially include in our description any other system playing the role of a
spectator. We also define

Definition A.0.2 (Dual of a quantum channel). Given a quantum channel
T : B(H)→ B(H′), we define a map T ∗ : B(H′)→ B(H) as the map such that

Tr(O T (ρ)) = Tr(T ∗(O)ρ) ∀ρ ∈ B(H),∀O ∈ B(H′) (A.1)

and we call T ∗ the dual of the quantum channel T .

The simplest examples of quantum channels are given by:

• T (ρ) = ρ ⊗ ρ̃ for some fixed state ρ̃, which w.l.o.g. can be taken to be
pure because we can always consider the purification of ρ̃;

• T (ρ) = TrA(ρ) for H = HA ⊗HB;

• T (ρ) = UρU † for some unitary U .

The following result assures us that there is not much more than that.
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Theorem A.0.1 (Stinespring Dilation). For every quantum channel T there
exists an auxiliary system or environment with Hilbert space HE, a unitary U
on H⊗HE and a vector |0〉 ∈ HE such that

T (ρ) = TrE
(
U
(
ρ⊗ |0〉 〈0|

)
U †
)

(A.2)

We can also define an isometry V as V |ψ〉 := U(|ψ〉 ⊗ |0〉), ∀ |ψ〉 ∈ H, and
rewrite the above expression as

T (ρ) = TrE(V ρV †). (A.3)

Picking a basis {|i〉}Ni=1 of HE and defining

Ei = 〈i|V (A.4)

we get the Kraus or operator-sum representation:

Theorem A.0.2 (Kraus Representation). Every quantum channel T can be
written as

T (ρ) =
∑
i

EiρE
†
i (A.5)

where ∑
i

E†iEi =
∑
i

V † |i〉 〈i|V = 1|H. (A.6)

Rewritten in terms of the unitary UT appearing in the Stinespring dilation
we have:

UT : |ψ〉 ⊗ |0〉 7→
∑
i

Ei |ψ〉 ⊗ |i〉 . (A.7)

It is immediately clear that the Kraus representation is not unique. If we
change basis from {|i〉} to {|j̃〉}, where |i〉 = ∑

j Ωij |j̃〉 and Ω = (Ωij)ij is a
unitary on HE , we see that

UT (|ψ〉 ⊗ |0〉) =
∑
i

Ei |ψ〉 ⊗ |i〉 (A.8)

=
∑
ij

Ei |ψ〉 ⊗ Ωij |j̃〉 (A.9)

=
∑
ij

ΩijEi |ψ〉 ⊗ |j̃〉 (A.10)

Defining Ẽj := ∑
i ΩijEi, we find that

Ẽ†j =
∑
i

ΩijE
†
i =

∑
i

(Ω†)jiE†i (A.11)∑
j

Ẽ†j Ẽj =
∑
ijk

E†i (Ω†)jiΩkj︸ ︷︷ ︸
δik

Ek =
∑
i

E†iEi = 1, (A.12)

hence the {Ẽj} are another valid set of Kraus operators for T .
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We have a larger freedom actually. We can also think that HE has di-
mension N +M , that {|i〉}Ni=1 is not a basis but a subset of a basis and that
the Kraus operators corresponding to i = N + 1, . . . , N +M are all zero. Al-
ternatively, we can think of isometrically mapping HE of dimension N into
some HẼ of dimension N +M . We call Λ the isometry (corresponding to Ω†
above, but that was a unitary) such that:

|j̃〉 =
∑
i

Λji |i〉 (A.13)

Ei =
∑
j

ΛjiẼj (A.14)

Ẽj =
∑
i

(Λ†)ijEi (A.15)

where i = 1, . . . , N, j = 1, . . . , N + M . Similarly as before, the set {Ẽj} is
another valid set of Kraus operators for T . Conveniently, we can always extend
an isometry to a unitary by enlarging the dimension of HE up to N +M , as
we have already mentioned. Then we have the following lemma, for which the
proof of sufficiency has already been given, whereas the proof of necessity can
be found in [13]:

Lemma A.0.1. Two set of Kraus operators {Ei}, {Ẽj} represent the same
quantum channel if and only if there exist a unitary Λ′ such that

Ei =
∑
j

Λ′jiẼj (A.16)

where the smaller set is padded with zeros.

We have seen that we can always use a larger set of Kraus operators to
describe a channel. What about a smaller set?

Theorem A.0.3 (Minimal number of Kraus operators). Given a channel T
with Kraus representation given by {Ei}Ni=1, the minimal number of Kraus
operators describing the same channel in any other representation is given by
the number of linearly independent operators in the set {Ei}Ni=1.

Proof. Assume first, by contradiction, that another Kraus representation of T
is given by {Ẽj}Ñj=1, where all the Kraus operators Ẽj are linearly independent,
and thatN < Ñ , meaning that there are fewer non-zero Kraus operators in the
given set {Ei}Ni=1 than in the set {Ẽj}Ñj=1. Then we add Ñ −N zero operators
to the former. But then by lemma A.0.1 there exists a unitary Λ′ = (Λ′ji)ji
such that 0 = ∑

j Λ′jiẼj for all i > N , which is impossible because the {Ẽj}
are linearly independent.
Assume now that the given {Ej} are linearly dependent. Then we can find a
linear combination with non-zero coefficients {Λ′j1} such that E′1 := ∑

j Λ′j1Ej =
0. We can also renormalise these coefficients in such a way that ∑j |Λ′j1| = 1
and extend the vector with entries {Λ′j1} to an orthonormal basis in order

93



to get a unitary Λ′. If another one among the {E′i := ∑
j Λ′jiEj} is acciden-

tally 0 we exclude it from the set. If the remaining operators are still linearly
dependent we iterate the procedure, otherwise we have found a minimal rep-
resentation.

Note that there are infinitely many equivalent minimal representations be-
cause we can still reshuffle the operators using any unitary, which corresponds
to changing basis in the “minimal” environment.

Definition A.0.3 (Dimension of a channel). We call dimension of the channel
T : B(H)→ B(H′) the minimal number of Kraus operators needed to represent
T , and we denote it by dim T .

From the above discussion we have the trivial bound dim T ≤ dimH dimH′.
We introduce also the concept of complementary channel, which is ob-

tained by tracing out the system instead of the environment in the Stinespring
dilation:

Definition A.0.4 (Complementary channel). Consider a quantum channel
T : B(HA)→ B(HB), T (ρA) = TrE(V ρAV †) where V : HA → HB ⊗HE is an
isometry. We define the complementary channel T̂ : B(HA)→ B(HE) of T as

T̂ (ρA) := TrB(V ρAV †) (A.17)

Notice that, chosen a basis {|i〉} of HE , a Kraus representation of T is
given by the Kraus operators {Ei}, Ei := 〈i|V . Then the complementary
channel can be expressed w.r.t. the basis {|i〉} as

T̂ (ρA) =
∑
ij

TrB(EiρAE†j ) |i〉 〈j| . (A.18)

Of course the last expression is not unique but it depends on the chosen
basis for the environment. Anyway, similarly to the fact that T (ρA) =: ρB is
the state of the system B after the channel T was applied, T̂ (ρA) =: ρE is the
final state of the environment.

A.1 Quantum channels as matrices
Matrices form a vector space Md,d′(C), which is isomorphic to Cdd

′ . We can
make it a Hilbert space defining a scalar product. Here we consider the Hilbert-
Schmidt inner product:

〈A,B〉 := Tr(A†B). (A.19)
Notice that we use a comma as notation for this scalar product. Any set
of matrices orthonormal w.r.t. this scalar product forms an orthonormal ba-
sis (ONB) of Md,d′(C). Given an ONB {Fα}dd

′
α=1 of Md,d′(C) and an ONB

{|Fα〉}dd
′

α=1 of Cdd
′ w.r.t. the standard scalar product 〈·|·〉 (we use a bar for this

one), we can define the isomorphism σ : Md,d′(C) → Cdd
′ , mentioned above,

as σ(Fα) = |Fα〉 ∀α.
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Consider now square matricesMd(C). The space of linear maps T : Md(C)→
Md′(C) is isomorphic to Md2,d′2(C). The standard way to get the matrix T̂
corresponding to a linear map T is to write down the action of T on a basis
{Gβ}d

2
β=1 of Md(C) in terms of a basis {Fα}d

′2
α=1 of Md′(C), i.e. the matrix

elements T̂αβ = 〈Fα|T̂ |Gβ〉 of T̂ are given by

T̂αβ = 〈Fα, T (Gβ)〉 (A.20)
= Tr(F †αT (Gβ)). (A.21)

Then composition of maps corresponds to matrix multiplication.
If T is hermiticity-preserving, i.e. T (X†) = T (X)†, then for the dual

map T ∗ we have that T̂ ∗ = T̂ †, in general, and T̂ ∗ = T̂ T picking hermi-
tian ONBs (the basis elements are hermitian matrices), which can always be
done.

From now on consider d = d′, i.e. take T mapping between the same input
and output spaces (or, more generally, between input and output spaces of the
same dimension). In this way there is the possibility for T to be diagonalizable
(it would be more appropriate to say non-defective in the second case). In
general this is not true because T̂ does not necessarily have to be normal even
if it is hermiticity-preserving. However, if this latter hypothesis holds, which
is true for positive maps and so for quantum channels in particular, then we
have that T and its dual have the same spectrum because T̂ ∗ = T̂ T picking
hermitian ONBs, and it is clear that a matrix and its transpose have the same
spectrum.

Notice that in this framework we have the simple connection between the
(left) “eigenvectors” of T and the usual notion of (left) eigenvectors of a matrix,
which is given by

T (X) = λX ⇐⇒ T̂ |X〉 = λ |X〉 . (A.22)

Similarly the right eigenvectors Y are such that

T ∗(Y ) = µY ⇐⇒ 〈Y | T̂ = µ̄ 〈Y | . (A.23)

Moreover we have that T (X) = λX ⇐⇒ T (X)† = λ̄X† = T (X†) using
hermiticity-preservation, which implies that the eigenvalues are always real or
come in conjugate pairs, and in the former case there exists at least a hermitian
eigenvector X (using linearity we get that X +X† is an eigenvector with the
same eigenvalue of X).

Calling ρ(T ) the spectral radius of T , for a positive T we have that ρ(T ) ≤
||T (1)||∞ (see [13] for a proof) and if T is also unital or trace preserving
we have ρ(T ) = 1, because if it is unital then 1 is obviously an eigenvector
with eigenvalue 1, and if it is trace-preserving then the dual is unital but
they have the same spectrum. Hence, quantum channels in particular have
spectral radius 1 and λ = 1 is always an eigenvalue. Note that it may have
multiplicity greater than one and there may be complex eigenvalues λ with
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|λ| = 1. However, they always have algebraic multiplicity equal to geometric
multiplicity, i.e. trivial Jordan blocks (peripheral spectrum theorem, see [13]
for a discussion).

Diagonalizability

If all the eigenvalues of T̂ have trivial Jordan blocks, then we can write it as

T̂ =
∑
k≥0

λk |Lk〉 〈Rk| (A.24)

where now we denote by {Rk} and {Lk} the right and left eigenvectors respec-
tively, which satisfy

〈Rk|Lj〉 = δkj . (A.25)

This is called the bi-orthonormality condition. It can also be rewritten as
Tr(R†kLj) = δkj . Notice that it does not mean that the two sets are orthonor-
mal among themselves (w.r.t. the Hilbert Schmidt inner product).

Then for every operator A:

T̂ |A〉 =
∑
k

λk |Lk〉 〈Rk|A〉 =
∑
k

λk 〈Rk, A〉 |Lk〉 =
∑
k

λk Tr(R†kA) |Lk〉

(A.26)
which means that

T (A) =
∑
k

λk Tr(R†kA)Lk. (A.27)

If T is unital, then 1 is a left eigenvector (say that L0 = 1) and it follows
that Tr(R†k) = δk,0 =⇒ Tr(Rk) = δk,0. If instead T is trace-preserving, then
Tr(Lk) = Tr(T (Lk)) = λk Tr(Lk), which means that Tr(Lk) = 0 for every k
such that λk 6= 1.

Stationary state

Consider now T to be a (completely) positive unital map so that T ∗ is a
(C)PTP map, i.e. a quantum channel (here we do not really need complete
positivity). Suppose that T is diagonalizable and in particular that it has
only one eigenvalue of modulus 1, i.e. the one corresponding to the identity,
T (1) = 1. Then

T ∗(A) = Tr(A)R0 +
∑
k 6=0

λ̄k Tr(L†kA)Rk (A.28)

where |λk| < 1 for k 6= 0. Applying multiple times T ∗ to A we get:

lim
n

(T ∗)n(A) = lim
n

(
Tr(A)R0 +

∑
k 6=0

λ̄nk Tr(L†kA)Rk
)

(A.29)

= Tr(A)R0. (A.30)
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If A is a density matrix it follows from positivity and trace-preservation that
also R0 is a density matrix, to which we refer as the (unique) stationary state
of the channel, such that T ∗(R0) = R0. In particular any state A converges
to R0 for n→∞ iterations of the channel T ∗.

Non-diagonalizable channels

We can ask what happens if we have a channel T ∗ which is not diagonalizable
but the characteristic polynomial of T̂ ∗ has only one root of modulus 1: is it
still true, as in (A.30), that there is only one stationary state R0 such that
limn(T ∗)n(ρ) = R0 for any density matrix ρ? We will prove that this actually
the case (see [30] for more details).

Recall that any matrix can be put into Jordan form through some invertible
transformation Ŝ. Hence, we can write

T̂ ∗ = ŜĴ Ŝ−1 (A.31)

where
Ĵ = ⊕kĴdk(λk) (A.32)

is the Jordan form and Ĵdk(λk) is the Jordan block of dimension dk associated
with the eigenvalue λk (there may be in general more than one block associated
with an eigenvalue if it is degenerate). Recall also that

Ĵdk(λk) = λk1dk + N̂dk (A.33)

where N̂dk is either the 1 × 1 null matrix 01, for dk = 1, or it is the matrix
with matrix elements 1 right above the diagonal and 0 otherwise, for dk ≥ 2,
hence it is nilpotent for any p ≥ dk, i.e. (N̂dk)p = 0dk . It follows that

(T̂ ∗)m = ŜĴmŜ−1 = Ŝ
(
⊕k[Ĵdk(λk)]m

)
Ŝ−1 (A.34)

[Ĵdk(λk)]m :=
{

(N̂dk)m, λk = 0∑dk−1
q=0

(m
q

)
λm−qk (N̂dk)q, λk 6= 0

(A.35)

which implies that for |λk| < 1

lim
m

[Ĵdk(λk)]m = 0dk . (A.36)

Therefore

lim
m

(T̂ ∗)m |ρ〉 = Ŝ
(
Ĵ1(1)⊕k 6=0 0dk

)
Ŝ−1 |ρ〉 = |R0〉 . (A.37)
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Appendix B

Distance Measures

Here we review basic definitions and results about the trace distance, the
fidelity and the entanglement fidelity.

Definition B.0.1 (Trace distance). Given two density matrices ρ and σ,
their trace distance is given by ‖ρ− σ‖1, which corresponds to the sum of the
eigenvalues of |ρ− σ|.

Definition B.0.2 (Fidelity). Given two density matrices ρ and σ, their fidelity
is given by:

F (ρ, σ) =
(
Tr
√√

σρ
√
σ
)2
. (B.1)

Lemma B.0.1. The fidelity has the following properties (see chapter 2 of [8]
for a discussion):

1. 0 ≤ F ≤ 1;

2. symmetry: F (ρ, σ) = F (σ, ρ);

3. for σ = |ψ〉 〈ψ| pure: F (ρ, |ψ〉 〈ψ|) = 〈ψ|ρ|ψ〉 ≡ F (ρ, |ψ〉);

4. if also ρ = |ϕ〉 〈ϕ| is pure, then F reduces to the overlap: F (|ϕ〉 〈ϕ| , |ψ〉) =
|〈ϕ|ψ〉|2;

5. for every quantum channel T : F (T (ρ), T (σ)) ≥ F (ρ, σ), i.e. T makes
the states less distinguishable;

6. F (ρAB, σAB) ≤ F (ρA, σA), i.e. tracing out subsystems makes states less
distinguishable;

7. Fuchs-van der Graaf inequality:

1−
√
F (ρ, σ) ≤ 1

2 ‖ρ− σ‖1 ≤
√

1− F (ρ, σ). (B.2)

The entanglement fidelity that we are going to define is a measure of close-
ness between density matrices which takes into account how well the entangle-
ment between the system A and a purifying reference system R is preserved
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under the action of a channel and not only how well the reduced state is
preserved.

Definition B.0.3 (Schumacher’s entanglement fidelity [31]). Given a quan-
tum channel T : B(HA) → B(HA′), for a state ρA with purification |ψ〉AR we
define Schumacher’s entanglement fidelity as

Fρ(T ) := F
(
T ⊗ id

(
|ψ〉 〈ψ|

)
, id⊗ id

(
|ψ〉 〈ψ|

))
(B.3)

= F
(
T ⊗ id

(
|ψ〉 〈ψ|

)
, |ψ〉

)
= 〈ψ|T ⊗ id

(
|ψ〉 〈ψ|

)
|ψ〉 . (B.4)

Lemma B.0.2 ([31]). Schumacher’s entanglement fidelity is independent of
the chosen purification, which can be seen from the equivalent expression given by

Fρ(T ) =
∑
i

|Tr(ρEi)|2 (B.5)

where the {Ei} are the Kraus operators of T in a given Kraus representation.
Moreover, the above expression does not depend on which Kraus representation
of T is chosen.

It is useful to extend the definition of Schumacher’s entanglement fidelity
to the case in which the second channel in (B.3) is a more general one:

Definition B.0.4 ((Generalized) Entanglement fidelity). Given quantum chan-
nels T1, T2 acting on B(HA), for a state ρA with purification |ψ〉AR we define
the entanglement fidelity as

Fρ(T1, T2) := F
(
T1 ⊗ id

(
|ψ〉 〈ψ|

)
, T2 ⊗ id

(
|ψ〉 〈ψ|

))
. (B.6)

Lemma B.0.3. The entanglement fidelity is independent of the chosen pu-
rification. Moreover, w.l.o.g., picking T1, T2 represented by the same number
of Kraus operators, we then get

Fρ(T1, T2) = max
U

∣∣∣∣∣∑
kl

Tr(F †l Ekρ) 〈l|U |k〉
∣∣∣∣∣
2

(B.7)

where U is a unitary and {Ek}, {Fl} are the Kraus operators of T1, T2 respec-
tively. If the number of Kraus operators do not match, we can always change
the representation for the channel with fewer Kraus operators, or we can pick U
as an isometry mapping the smaller environment to the bigger environment
(which can anyway be extended to a unitary).

Proof. By Uhlmann’s theorem [32] the fidelity between two states can be ex-
pressed in terms of the maximum overlap between their purifications. Given
ρ = ∑

i pi |ψi〉 〈ψi| and a purification |ψ〉 = ∑
i
√
pi |ψi〉 ⊗ |αi〉 where {|αi〉} is

a basis of a purifying reference system, any other purification is given by

|ψ(V )〉 := (1⊗ V ) |ψ〉 =
∑
i

√
pi |ψi〉 ⊗ V |αi〉 (B.8)
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where V is a unitary. We have to prove that Fρ(T1, T2) is independent of V . We
have that T1(|ψ〉 〈ψ|) = ∑

ij
√
pipjEk |ψi〉 〈ψj |E†k⊗V |αi〉 〈αj |V † and similarly

for T2. Purifications of these two states are given by
|ϕ1〉 =

∑
ik

√
piEk |ψi〉 ⊗ V |αi〉 ⊗ |k〉 (B.9)

|ϕ2(U)〉 =
∑
ik

√
piEk |ψi〉 ⊗ V |αi〉 ⊗ U |k〉 (B.10)

where U is a unitary (w.l.o.g. we can keep one of the two purifications fixed).
By Uhlmann’s theorem

Fρ(T1, T2) = max
U
|〈ϕ1|ϕ2(U)〉|2 (B.11)

= max
U

∣∣∣∣∣∣
∑
ijkl

√
pipj 〈ψj |F †l Ek|ψi〉 〈αj |V

†V |αi〉 〈l|U |k〉

∣∣∣∣∣∣
2

(B.12)

= max
U

∣∣∣∣∣∑
ikl

pi 〈ψi|F †l Ek|ψi〉 〈l|U |k〉
∣∣∣∣∣
2

(B.13)

= max
U

∣∣∣∣∣∑
kl

Tr(F †l Ekρ) 〈l|U |k〉
∣∣∣∣∣
2

(B.14)

where we have used that V †V = 1 and the orthonormality of the {|αi〉}.

Notice that when T2 = id, then

Fρ(T1, id) = Fρ(T1) = max
U

∣∣∣∣∣∑
k

Tr(Ekρ) 〈0|U |k〉
∣∣∣∣∣
2

. (B.15)

Using the Cauchy-Schwartz inequality, we see that Fρ(T1) ≤ ∑
i |Tr(ρEi)|2

and that this upper bound can be achieved picking U such that 〈0|U |k〉 =
Tr(Ekρ)/

√∑
i |Tr(ρEi)|2, so that we recover equation (B.5).

We can also give general bounds on (B.7). Defining a matrix Γ(ρ) with
matrix elements Γ(ρ)

kl = Tr(F †l Ekρ), we can rewrite (B.7) as an Hilbert-Schmidt
inner product

Fρ(T1, T2) = max
U

∣∣∣Tr(Γ(ρ)U)
∣∣∣2 = max

U

∣∣∣〈U †,Γ(ρ)〉
∣∣∣2 (B.16)

which then allows us to use the Hölder inequality |〈A,B〉| ≤ ‖A‖p ‖B‖p∗ where
1/p+ 1/p∗ = 1 and ‖·‖p is the Schatten p-norm. To get upper bounds which
do not involve a maximization over unitaries, for U we can pick the operator
(infinity) norm, the trace norm or the Hilbert-Schmidt norm. Respectively:

Fρ(T1, T2) ≤
∥∥∥Γ(ρ)

∥∥∥2

1
(B.17)

Fρ(T1, T2) ≤ N2
∥∥∥Γ(ρ)

∥∥∥2

∞
(B.18)

Fρ(T1, T2) ≤ N2
∥∥∥Γ(ρ)

∥∥∥2

2
= N2∑

kl

∣∣∣Tr(F †l Ekρ)
∣∣∣2 . (B.19)
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