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#### Abstract

We give a complete classification of fully symmetric as well as chiral $\mathbb{Z}_{2}$ quantum spin liquids on the pyrochlore lattice using a projective symmetry group analysis of Schwinger boson mean-field states. We find 50 independent Ansätze, including the 12 fully symmetric nearest-neighbor $\mathbb{Z}_{2}$ spin liquids that have been classified by Liu et al. [Phys. Rev. B 100, 075125 (2019)]. For each class, we specify the most general symmetry-allowed mean-field Hamiltonian. Additionally, we test the properties of a subset of the spin-liquid Ansätze by solving the mean-field equations for the spin- $1 / 2 \mathrm{XXZ}$ model near the antiferromagnetic Heisenberg point. We find four chiral spin liquids that break the screw symmetry of the lattice modulo time-reversal symmetry. These states have a different symmetry from the previously studied monopole flux state, and their unique characteristic is a $\frac{\pi}{3}$ flux enclosed by every rhombus of the lattice.
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## I. INTRODUCTION

Quantum spin liquids are phases of frustrated magnets that do not exhibit long-range magnetic order down to zero temperature and cannot be classified based on Landau's theory of spontaneous symmetry breaking. In contrast to trivial paramagnetic phases, they exhibit topological order [1] with long-range entanglement and excitations that carry fractional quantum numbers and can have anyonic exchange statistics [2].

A promising platform to study such exotic forms of quantum magnetism are materials where the interplay between electronic correlations and strong spin-orbit coupling gives rise to spin-orbital moments interacting via frustrated exchange interactions [3,4]. The $3 d$ rare-earth pyrochlore magnets are an interesting family of frustrated quantum magnets in this class. They have the structure $R_{2} M_{2} \mathrm{O}_{7}$, with $R$ a trivalent rare-earth ion and $M$ a nonmagnetic tetravalent transitionmetal ion. The former are arranged on a pyrochlore lattice, which consists of corner-sharing tetrahedra. For a subclass of these materials, the strong spin-orbit coupling together with the crystal field splitting of the $4 f$ orbitals leads to a $j=1 / 2$ doublet [4]. The small effective spin and the geometrically frustrated pyrochlore lattice enhance spin fluctuations and suppress magnetic ordering in these systems. Prominent examples include $\mathrm{Yb}_{2} \mathrm{Ti}_{2} \mathrm{O}_{7}$ and $\mathrm{Tb}_{2} \mathrm{Ti}_{2} \mathrm{O}_{7}$, which show interesting paramagnetic behavior down to very low temperatures and potentially realize an exotic quantum spin-ice phase [5-9], where the spin dynamics is strongly constrained, following the "two in, two out" ice rule on each tetrahedron. Their low-energy properties are described by compact $\mathrm{U}(1)$ gauge theories, which feature magnetic monopole excitations [10]. While the microscopic details of these materials are rather complex, their low-energy physics is governed by
effective spin-1/2 moments, coupled by various symmetryallowed exchange interactions. Minimal models exhibit dominant Heisenberg interactions, often with an easy-axis exchange anisotropy [10].

In this work, we study the spin- $1 / 2$ nearest-neighbor XXZ Hamiltonian on the pyrochlore lattice as a minimal model for the description of the above-mentioned quantum spin-ice phases. Since quantitatively reliable numerical methods to study frustrated quantum magnets in three dimensions for large system sizes are not available, several properties of its phase diagram are still under debate.

So far, most of the attention has been focused on the quantum spin-ice phase in the vicinity of the classical Ising limit, where antiferromagnetic easy-axis interactions dominate and transverse exchange interactions are small. Recent studies also found a nematic spin liquid for strong antiferromagnetic transverse exchange interactions, which breaks the $U(1)$ spin rotation symmetry of the XXZ Hamiltonian in the easy-plane, as well as the $C_{3}$ rotation symmetry of the pyrochlore lattice [11,12]. The nature of the ground state in the vicinity of the SU(2) symmetric Heisenberg point is still unclear, however. Various possible ground states have been suggested, including dimer-ordered [13-18] and symmetric [19,20] and symmetrybroken [21] spin-liquid states, as well as chiral spin-liquid states [22,23], which break time-reversal symmetry.

In this work, we use a projective symmetry group (PSG) approach together with a Schwinger boson representation of the spin operators to provide a complete classification of symmetric as well as chiral $\mathbb{Z}_{2}$ spin-liquid states on the pyrochlore lattice. Here, chiral $\mathbb{Z}_{2}$ spin liquids are gapped spin liquids that break time-reversal symmetry. Moreover, lattice symmetries can be broken up to a time-reversal transformation. For the PSG construction of chiral spin-liquid states, we follow the work of Messio et al. [24]. As a byproduct we recover the fully


FIG. 1. (a) A unit cell of the pyrochlore lattice. Nearest-neighbor sites are connected by bonds. Blue bonds (main tetrahedron) are within a unit cell, and red bonds (inverse tetrahedron) are between neighboring unit cells. (b) The local spin basis of the inverse tetrahedron (A1). (c) The enlarged unit cell consisting of eight tetrahedra.
symmetric $\mathbb{Z}_{2}$ spin liquids previously classified by Liu et al. [25]. To characterize the newly constructed chiral Ansätze, we use Schwinger boson mean-field theory (SBMFT) and solve the mean-field equations to compare their ground-state energies. Furthermore, we calculate static spin structure factors to characterize spin correlations in these states.

The outline of the paper is as follows: In Sec. II we introduce the local XXZ model and develop a general mean-field decoupling in terms of bond operators within SBMFT. In Sec. III we use PSG to systematically classify symmetric and chiral mean-field Ansätze. The detailed calculations can be found in Appendixes D and E. After choosing reasonable Ansätze (Sec. IV), we diagonalize the Hamiltonian and calculate free energies in Sec. V. In Sec. VI we calculate static spin structure factors. Finally, we discuss our results in Sec. VII.

## II. MODEL AND METHODS

## A. Pyrochlore lattice

The lattice is spanned by the fcc-basis vectors $\mathbf{a}_{1}=$ $\frac{1}{2}(0,1,1), \mathbf{a}_{2}=\frac{1}{2}(1,0,1), \mathbf{a}_{3}=\frac{1}{2}(1,1,0)$, and it has four sublattices (see Fig. 1). We will include the zero vector as a fourth lattice vector for later convenience: $\mathbf{a}_{0}=(0,0,0)$. Also, for easier use of symmetries, we introduce the sublattice coordinates:

$$
\begin{align*}
\mathbf{r}_{\mu} & =\left(r_{1}, r_{2}, r_{3}\right)_{\mu}:=r_{1} \mathbf{a}_{1}+r_{2} \mathbf{a}_{2}+r_{3} \mathbf{a}_{3}+\frac{1}{2} \mathbf{a}_{\mu} \\
& =\frac{1}{2}\left(r_{2}+r_{3}, r_{1}+r_{2}, r_{1}+r_{3}\right)+\frac{1}{2} \mathbf{a}_{\mu} \tag{1}
\end{align*}
$$

We will refer to the tetrahedra spanned by $\left\{\mathbf{r}_{\mu}: \mu=\right.$ $0,1,2,3\}$ and $\left\{\mathbf{r}_{\mu}-\mathbf{a}_{\mu}: \mu=0,1,2,3\right\}$ as the main and inverse tetrahedron, respectively, and label them with $\mathbf{r}$. The spin operators in the local basis are defined as

$$
\begin{equation*}
\hat{\mathbf{S}}_{\mathbf{r}_{\mu}}=\left(\hat{S}^{x}, \hat{S}^{y}, \hat{S}^{z}\right)_{\mu}=\hat{S}_{\mathbf{r}_{\mu}}^{x} \mathbf{s}_{\mu}^{x}+\hat{S}_{\mathbf{r}_{\mu}}^{y} \mathbf{s}_{\mu}^{y}+\hat{S}_{\mathbf{r}_{\mu}}^{z} \mathbf{s}_{\mu}^{z} \tag{2}
\end{equation*}
$$

The local basis vectors $\mathbf{s}_{\mu}^{\gamma}$ are defined in Appendix A. The space group of the lattice is $F d \overline{3} m$ (No. 227), which we will later refer to as $\chi$. It is generated by the translations $T_{1}, T_{2}, T_{3}$ along the lattice vectors, a sixfold rotoreflection $\bar{C}_{6}$ around the $\mathbf{s}_{0}^{z}$ axis, and a screw operation $S$ around the $\mathbf{a}_{3}$ axis [25]. The rotoreflection can be constructed by inversion $I$ and $C_{3}$ rotation around the $\mathrm{s}_{0}^{z}$ axis: $\bar{C}_{6}=C_{3} I$. We denote time-reversal symmetry as $\mathcal{T}$. In Appendix A we list how the sublattice coordinates and local spin basis transform under symmetries of the space group as well as the algebraic group relations.

## B. Model and Schwinger-boson mean-field theory

The XXZ model is given by the following Hamiltonian:

$$
\begin{equation*}
H=\sum_{\langle i j\rangle} J_{\perp}\left(\hat{S}_{i}^{x} \hat{S}_{j}^{x}+\hat{S}_{i}^{y} \hat{S}_{j}^{y}\right)+J_{z z} \hat{S}_{i}^{z} \hat{S}_{j}^{z} \tag{3}
\end{equation*}
$$

where $\hat{S}_{i}^{\gamma}$ is the $\gamma \in\{x, y, z\}$ component of the spin- $1 / 2$ operator on lattice site $i$ in the local basis, and the sums run over nearest-neighbor bonds on the pyrochlore lattice. For $J_{z z}=J_{\perp}$ the model reduces to the Heisenberg model in the local spin basis, which is the Klein dual of the Heisenberg model in the global spin basis [26]. This will later enable us to compare results from both models.

We use the parametrization

$$
\begin{equation*}
J_{z z}=J \cos (\theta), \quad J_{\perp}=J \sin (\theta) \tag{4}
\end{equation*}
$$

and set $J=\sqrt{J_{z z}^{2}+J_{\perp}^{2}}=1$. The spin operators can be represented in terms of Schwinger bosons

$$
\begin{equation*}
\hat{S}_{i}^{\gamma}=\frac{1}{2} \hat{b}_{i}^{\dagger} \sigma^{\gamma} \hat{b}_{i} \tag{5}
\end{equation*}
$$

where $\hat{b}^{\dagger}=\left(\hat{b}_{i, \uparrow}^{\dagger}, \hat{b}_{i, \downarrow}^{\dagger}\right)$ are bosonic creation operators satisfying $\left[b_{i, \alpha} b_{\dagger, \beta}\right]=\delta_{i j} \delta_{\alpha, \beta}$, and $\sigma^{\gamma}$ are the Pauli matrices. The Schwinger boson representation is invariant under $U(1)$ gauge transformations

$$
\begin{equation*}
G: \hat{b}_{j} \rightarrow e^{i \phi_{G}[j]} \hat{b}_{j} \tag{6}
\end{equation*}
$$

with $\phi_{G}[j]$ a lattice site-dependent phase. To ensure that the operators in Eq. (5) obey the spin algebra, we have to constrain the boson density per site to $2 \mathcal{S}$,

$$
\begin{equation*}
\hat{n}_{i}=\hat{b}_{i}^{\dagger} \hat{b}_{i}=2 \mathcal{S} \tag{7}
\end{equation*}
$$

This projection can be achieved by adding a site-dependent Lagrange multiplier $\sum_{i} \lambda_{i}\left(\hat{n}_{i}-2 \mathcal{S}\right)$ [27] to the Hamiltonian.

At this point, it is possible to decouple the Hamiltonian in terms of the hopping singlet $\hat{B}_{i j}$ and triplet $\hat{t}_{i j}^{h, \gamma}$ as well as pairing singlet $\hat{A}_{i j}$ and triplet $\hat{t}_{i j}^{p, \gamma}$ operators,

$$
\begin{align*}
\hat{B}_{i j} & =\frac{1}{2} b_{i}^{\dagger} b_{j}, \quad \hat{A}_{i j}=\frac{1}{2} b_{i}\left(i \sigma^{2}\right) b_{j} \\
\hat{t}_{i j}^{h, \gamma} & =\frac{i}{2} b_{i}^{\dagger} \sigma^{\gamma} b_{j}, \quad \hat{t}_{i j}^{p, \gamma}=-\frac{i}{2} b_{i}\left(\sigma^{\gamma} \cdot i \sigma^{2}\right) b_{j} \tag{8}
\end{align*}
$$

with $\gamma \in\{x, y, z\}$ by using the identities

$$
\begin{align*}
\hat{\mathbf{S}}_{i} \hat{\mathbf{S}}_{j} & =: \hat{B}_{i j}^{\dagger} \hat{B}_{i j}:-\hat{A}_{i j}^{\dagger} \hat{A}_{i j},  \tag{9a}\\
\hat{S}_{i}^{\gamma} \hat{S}_{j}^{\gamma} & =: \hat{B}_{i j}^{\dagger} \hat{B}_{i j}:-\hat{t}_{i j}^{p, \gamma \dagger} \hat{t}_{i j}^{p, \gamma}  \tag{9b}\\
& =: \hat{t}_{i j}^{h, \gamma \dagger} \hat{t}_{i j}^{h, \gamma}:-\hat{A}_{i j}^{\dagger} \hat{A}_{i j}, \tag{9c}
\end{align*}
$$

where : : denotes normal ordering. We arrive at a Hamiltonian of the form

$$
\begin{equation*}
H=\sum_{\langle i, j\rangle}: \hat{\mathbf{h}}_{i j}^{\dagger} J_{i j}^{h} \hat{\mathbf{h}}_{i j}:+\hat{\mathbf{p}}_{i j}^{\dagger} J_{i j}^{p} \hat{\mathbf{p}}_{i j}+C_{i j}+\sum_{i} \lambda_{i}\left(\hat{n}_{i}-2 \mathcal{S}\right) \tag{10}
\end{equation*}
$$

where $\quad \hat{\mathbf{h}}_{i j}^{\dagger}=\left(\hat{B}_{i j}^{\dagger}, \hat{t}_{i j}^{h, x \dagger}, \hat{t}_{i j}^{h, y \dagger}, \hat{t}_{i j}^{h, z \dagger}\right) \quad$ and $\quad \hat{\mathbf{p}}_{i j}^{\dagger}=\left(\hat{A}_{i j}^{\dagger}\right.$, $\left.\hat{t}_{i j}^{p, x \dagger}, \hat{t}_{i j}^{p, y \dagger}, \hat{t}_{i j}^{p, z \dagger}\right)$ are vectors of the hopping and pairing operators. $J_{i j}^{h}$ and $J_{i j}^{p}$ are the hopping and pairing coupling matrices that depend on $J_{i j}$, and $C_{i j}$ is a constant.

On an empty lattice $|0\rangle$ that satisfies $\hat{b}_{i, \uparrow}|0\rangle=\hat{b}_{i, \downarrow}|0\rangle=0$ for all $i, \hat{A}_{i j}^{\dagger}$ creates a spin singlet between sites $i$ and $j . \hat{t}_{i j}^{p, \gamma \dagger}$ creates a spin triplet with direction $\gamma$ between sites $i$ and $j$. The hopping operator $\hat{B}_{k j}$ moves these singlets or triplets from the sites $i$ and $j$ to sites $i$ and $k: \hat{B}_{k j} \hat{A}_{i j}^{\dagger}|0\rangle \sim \hat{A}_{i k}^{\dagger}|0\rangle$. Finally, the triplet hopping operators also move the spin singlets and triplets around while simultaneously changing their flavor. For example, $\hat{t}_{k j}^{h, z} \hat{A}_{i j}^{\dagger}|0\rangle \sim \hat{t}_{i k}^{p, z \dagger}|0\rangle$ or $\hat{t}_{k j}^{h, z} \hat{t}_{i j}^{p, x \dagger}|0\rangle \sim \hat{t}_{i k}^{p, y \dagger}|0\rangle$.

Note that the decoupling is not unique, since for $i \neq j$,

$$
\begin{equation*}
: \hat{B}_{i j}^{\dagger} \hat{B}_{i j}:+\hat{A}_{i j}^{\dagger} \hat{A}_{i j}=: \hat{t}_{i j}^{h, \gamma \dagger} \hat{t}_{i j}^{h, \gamma}:+\hat{t}_{i j}^{p, \gamma \dagger} \hat{t}_{i j}^{p, \gamma}=\frac{1}{4} \hat{n}_{i} \hat{n}_{j}=\mathcal{S}^{2}, \tag{11}
\end{equation*}
$$

where in the last equality we explicitly used the boson density constraint from Eq. (7). It is therefore possible to set either $J_{i j}^{h}$ or $J_{i j}^{p}$ to zero and only describe the system in terms of hopping or pairing terms. However, once we apply the mean-field approximation, our choice of parametrization greatly affects our results. A theory with $J_{i j}^{p}=0$ can only describe magnetically ordered states, while a theory with $J_{i j}^{h}=0$ has been shown to lead to quantitatively worse results for ground-state energy and the dynamical spin structure factor $[28,29]$.

We therefore choose to keep both terms. Another operator identity is

$$
\begin{equation*}
\hat{A}_{i j}^{\dagger} \hat{A}_{i j}=-\hat{t}_{i j}^{p, x \dagger} \hat{t}_{i j}^{p, x}-\hat{t}_{i j}^{p, y \dagger} \hat{t}_{i j}^{p, y}-\hat{t}_{i j}^{p, z \dagger} \hat{t}_{i j}^{p, z}+2 \mathcal{S}^{2} \tag{12}
\end{equation*}
$$

We deal with this ambiguity by choosing parametrizations that preserve the $\mathrm{SU}(2)$ symmetry at the Heisenberg point explicitly (see Sec. IV).

To treat the parametrized Hamiltonian (10), we make two standard approximations. First, we consider only a siteindependent Lagrange multiplier $\lambda_{i}=\lambda$. This results in the boson density constraint (7) being fulfilled only on average. Second, we apply a mean-field approximation:

$$
\begin{align*}
& \hat{\mathbf{h}}_{i j}^{\dagger} J_{i j}^{h} \hat{\mathbf{h}}_{i j} \approx \hat{\mathbf{h}}_{i j}^{\dagger} J_{i j}^{h} \mathbf{h}_{i j}+\mathbf{h}_{i j}^{\dagger} J_{i j}^{h} \hat{\mathbf{h}}_{i j}-\mathbf{h}_{i j}^{\dagger} J_{i j}^{h} \mathbf{h}_{i j}  \tag{13a}\\
& \hat{\mathbf{p}}_{i j}^{\dagger} J_{i j}^{p} \hat{\mathbf{p}}_{i j} \approx \hat{\mathbf{p}}_{i j}^{\dagger} J_{i j}^{p} \mathbf{p}_{i j}+\mathbf{p}_{i j}^{\dagger} J_{i j}^{p} \hat{\mathbf{p}}_{i j}-\mathbf{p}_{i j}^{\dagger} J_{i j}^{p} \mathbf{p}_{i j} \tag{13b}
\end{align*}
$$

where

$$
\begin{align*}
& \mathbf{h}_{i j}^{\dagger}=\left\langle\hat{\mathbf{h}}_{i j}^{\dagger}\right\rangle  \tag{14a}\\
&=\left(\mathcal{B}_{i j}^{*}, t_{i j}^{h, x *}, t_{i j}^{h, y *}, t_{i j}^{h, z *}\right)  \tag{14b}\\
& \mathbf{p}_{i j}^{\dagger}=\left\langle\hat{\mathbf{p}}_{i j}^{\dagger}\right\rangle=\left(\mathcal{A}_{i j}^{*}, t_{i j}^{p, x *}, t_{i j}^{p, y *}, t_{i j}^{p, z *}\right)
\end{align*}
$$

This leaves us with a Hamiltonian that is quadratic in boson operators,

$$
\begin{align*}
H= & \sum_{\langle i, j\rangle} \hat{b}_{i}^{\dagger} u_{i j}^{h} \hat{b}_{j}+\hat{b}_{i}^{\dagger} u_{i j}^{p} \hat{b}_{j}^{\dagger}+\text { H.c. }+f\left(\mathbf{h}_{i j}, \mathbf{p}_{i j}\right) \\
& +\lambda \sum_{i}\left(\hat{b}_{i}^{\dagger} \hat{b}_{i}-2 \mathcal{S}\right) \tag{15}
\end{align*}
$$

Here, $f$ is given by

$$
\begin{equation*}
f\left(\mathbf{h}_{i j}, \mathbf{p}_{i j}\right)=-\mathbf{h}_{i j}^{\dagger} J_{i j}^{h} \mathbf{h}_{i j}-\mathbf{p}_{i j}^{\dagger} J_{i j}^{p} \mathbf{p}_{i j}+C_{i j} \tag{16}
\end{equation*}
$$

where $C_{i j}$ is constant while $u_{i j}^{h}$ and $u_{i j}^{p}$ are complex $2 \times 2$ matrices defined by

$$
\begin{align*}
u_{i j}^{h} & =\frac{1}{2} \sum_{m=0}^{3} i^{1-\delta_{m, 0}}\left(\mathbf{h}_{i j}^{\dagger} J_{i j}^{h}\right)^{m} \sigma^{m} \\
& \equiv a_{i j}^{h} \sigma^{0}+i\left(b_{i j}^{h} \sigma^{1}+c_{i j}^{h} \sigma^{2}+d_{i j}^{h} \sigma^{3}\right) \\
& \equiv\left(a_{i j}^{h}, b_{i j}^{h}, c_{i j}^{h}, d_{i j}^{h}\right)  \tag{17a}\\
u_{i j}^{p} & =\frac{1}{2} \sum_{m=0}^{3} i^{1-\delta_{m, 0}}\left(J_{i j}^{p} \mathbf{p}_{i j}\right)^{m} \sigma^{m}\left(i \sigma^{2}\right) \\
& \equiv a_{i j}^{p} i \sigma^{2}+i\left(b_{i j}^{p} \sigma^{1}+c_{i j}^{p} \sigma^{2}+d_{i j}^{p} \sigma^{3}\right)\left(i \sigma^{2}\right) \\
& \equiv\left(a_{i j}^{p}, b_{i j}^{p}, c_{i j}^{p}, d_{i j}^{p}\right) \tag{17~b}
\end{align*}
$$

This notation is adapted from Liu et al. [25] and is particularly helpful, since $a_{i j}^{h}$ and $a_{i j}^{p}$ transform as scalars while $\left(b_{i j}^{h}, c_{i j}^{h}, d_{i j}^{h}\right)$ and $\left(b_{i j}^{p}, c_{i j}^{p}, d_{i j}^{p}\right)$ transform as $\mathrm{SO}(3)$ vectors. The parameters $a_{i j}^{h}, \ldots, d_{i j}^{h}$ are functions of the mean fields $\mathbf{h}_{i j}$ and the coupling matrix $J_{i j}^{h}$ and appear as prefactors to the operators $\hat{B}_{i j}, \ldots, \hat{t}_{i j}^{h, z}$ in the Hamiltonian. Similarly, the parameters $a_{i j}^{p}, \ldots, d_{i j}^{p}$ are functions of the mean fields $\mathbf{p}_{i j}$ and the coupling matrix $J_{i j}^{p}$ and appear as prefactors to the operators $\hat{A}_{i j}, \ldots, \hat{t}_{i j}^{p, z}$ in the Hamiltonian. When exchanging $i \leftrightarrow j$, the matrices $u_{j i}^{h}, u_{j i}^{p}$ transform like $u_{j i}^{h}=\left(u_{i j}^{h}\right)^{\dagger}$ and $u_{j i}^{p}=\left(u_{i j}^{p}\right)^{T}$ and the parameters transform like $\left(a_{j i}^{h}, b_{j i}^{h}, c_{j i}^{h}, d_{j i}^{h}\right)=\left(a_{i j}^{h *},-b_{i j}^{h *},-c_{i j}^{h *},-d_{i j}^{h *}\right)$ and $\left(a_{j i}^{p}, b_{j i}^{p}, c_{j i}^{p}, d_{j i}^{p}\right)=\left(-a_{i j}^{p}, b_{i j}^{p}, c_{i j}^{p}, d_{i j}^{p}\right)$. The set of matrices $u_{i j}^{h}$ and $u_{i j}^{p}$ or rather the set of expectation values $\mathbf{h}_{i j}$ and $\mathbf{p}_{i j}$ are known as the mean-field Ansatz.

The Hamiltonian (15) is the most general nearest-neighbor mean-field Hamiltonian. To investigate spin-liquid states in the XXZ model, we have to choose a mean-field decoupling of the model Hamiltonian (3) that fixes $J_{i j}^{h}, J_{i j}^{p}$, and $C_{i j}$ and an Ansatz that fixes $\mathbf{h}_{i j}$ and $\mathbf{p}_{i j}$.

Once an Ansatz is chosen, the mean-field Hamiltonian (15) can be diagonalized by a Bogoliubov transform, a ground state can be constructed, and the values of $\mathbf{h}_{i j}$ and $\mathbf{p}_{i j}$ have to be solved self-consistently:

$$
\begin{equation*}
\mathbf{h}_{i j}=\left\langle\hat{\mathbf{h}}_{i j}\right\rangle, \quad \mathbf{p}_{i j}=\left\langle\hat{\mathbf{p}}_{i j}\right\rangle, \quad 2 \mathcal{S}=\frac{1}{N} \sum_{i}\left\langle\hat{n}_{i}\right\rangle . \tag{18}
\end{equation*}
$$

## III. MEAN-FIELD ANSÄTZE

Motivated by the chiral spin-liquid states found by Burnell et al. [22] and Kim et al. [23] using a fermionic parton construction, we consider general chiral Ansätze that fulfill all lattice symmetries modulo time reversal. We classify all possible Ansätze with the PSG method introduced by Wen [1] for fermionic partons and later generalized by Wang and Vishvanath to Schwinger bosons [27] to symmetric spin liquids. In particular, we follow the strategy from Messio et al. [24], who generalized the bosonic PSG to chiral Ansätze where time-reversal symmetry and lattice symmetries modulo time reversal are broken. Due to the $\mathrm{U}(1)$ gauge symmetry of the Schwinger boson representation (5), the mean-field Ansatz does not have to be strictly symmetric under all lattice symmetries $O$ but can in general be symmetric under the gauge-enriched lattice symmetries $\widetilde{O}$ :

$$
\begin{equation*}
\widetilde{O}=G_{O} O: \hat{b}_{i} \rightarrow e^{i \phi_{O}[O(i)]} U_{O}^{\dagger} \hat{b}_{O(i)} . \tag{19}
\end{equation*}
$$

The set of gauge-inequivalent phases $\phi_{O}[i]$ are defined by the algebraic PSG. The gauge transformations $G_{\mathbb{1}}$ are elements of the so-called invariant gauge group (IGG). Since the pyrochlore lattice is not bipartite and we are interested in Ansätze with both hopping and pairing terms, we have to consider an IGG of $\mathbb{Z}_{2}$ [27]. Before classifying the chiral Ansätze, it is useful to first revisit the fully symmetric Ansätze classified by Liu et al. [25].

## A. Symmetric Ansätze

Fully symmetric Ansätze can be constructed by fix$\operatorname{ing} u_{\mathbf{0}_{0} \mathbf{0}_{1}}^{h}=\left(a^{h}, b^{h}, c^{h}, d^{h}\right)$ and $u_{0_{0} 0_{1}}^{p}=\left(a^{p}, b^{p}, c^{p}, d^{p}\right)$ on the bond $\mathbf{0}_{0} \rightarrow \mathbf{0}_{1}$ and then mapping them onto all other bonds by symmetry operations:

$$
\begin{align*}
& u_{O(i j)}^{h}=U_{O} u_{i j}^{h} U_{O}^{\dagger} e^{-i\left(\phi_{O}[O(i)]-\phi_{O}[O(j)]\right)},  \tag{20a}\\
& u_{O(i j)}^{p}=U_{O} u_{i j}^{h} U_{O}^{T} e^{-i\left(\phi_{O}[O(j)]+\phi_{O}[O(i)]\right)} . \tag{20b}
\end{align*}
$$

$U_{O}$ are the $\mathrm{SU}(2)$ matrices associated with the symmetry operations $O$ (Appendix C). The algebraic PSG has been solved by Liu et al. [25]. They found 16 different $\mathbb{Z}_{2}$ PSG equivalent classes defined by the phases

$$
\begin{align*}
\phi_{T_{1}}\left[\mathbf{r}_{\mu}\right]= & 0,  \tag{21a}\\
\phi_{T_{2}}\left[\mathbf{r}_{\mu}\right]= & n_{1} \pi r_{1},  \tag{21b}\\
\phi_{T_{3}}\left[\mathbf{r}_{\mu}\right]= & n_{1} \pi\left(r_{1}+r_{2}\right),  \tag{21c}\\
\phi_{\mathcal{T}}\left[\mathbf{r}_{\mu}\right]= & 0,  \tag{21d}\\
\phi_{\bar{C}_{6}}\left[\mathbf{r}_{\mu}\right]= & \delta_{\mu, 1,2,3}\left(n_{S T_{1}}-n_{1}\right) \pi-r_{1} \delta_{\mu, 2,3} n_{1} \pi \\
& -r_{2} n_{\bar{C}_{6} T_{1}} \pi-r_{3} \delta_{\mu, 2} n_{1} \pi \\
& -n_{1} \pi\left(r_{1} r_{2}+r_{1} r_{3}\right),  \tag{21e}\\
\phi_{S}\left[\mathbf{r}_{\mu}\right]= & \left((-)^{\delta_{\mu, 1,2,3}} \frac{\left(n_{S T_{1}}-n_{1}\right)}{2}+\delta_{\mu, 2} n_{\bar{C}_{6} S}\right) \pi \\
& +r_{1} \pi\left(n_{1} \delta_{\mu, 1,2}-n_{S T_{1}}\right) \\
& +r_{2} \pi\left(n_{1} \delta_{\mu, 2}-n_{S T_{1}}\right)+r_{3} \pi n_{1} \delta_{\mu, 1,2} \\
& -\frac{n_{1} \pi}{2}\left(r_{1}+r_{2}\right)\left(r_{1}+r_{2}+1\right), \tag{21f}
\end{align*}
$$

TABLE I. All independent nonzero nearest-neighbor mean-field parameters for the 16 different $\mathbb{Z}_{2}$ PSG equivalence classes in the local spin basis. Fields are fixed on bond $\mathbf{0}_{0} \rightarrow \mathbf{0}_{1}$. All other nearest-neighbor parameters are constrained to be zero. The table is translated from Liu et al. (Ref. [25], Table II) by using Eq. (23).

| $n_{1}-\left(n_{\bar{C}_{6}} n_{S \bar{c}_{6}} n_{\bar{C}_{6}}\right)$ | NN |
| :---: | :---: |
| $n_{1}-\left(00 n_{\bar{C}_{6}}\right)$ | $b^{h}, d^{h}$ |
| $n_{1}-\left(01 n_{\bar{C}_{6}}\right)$ | $b^{h}, d^{h}, a^{p}$ |
| $n_{1}-\left(10 n_{\bar{C}_{6}}\right)$ | $a^{h}, c^{p}$ |
| $n_{1}-\left(11 n_{\bar{C}_{6}}\right)$ | $a^{h}, b^{p}, d^{p}$ |

where $n_{1}, n_{S T_{1}}, n_{\bar{C}_{6} S}, n_{\bar{C}_{6}}$ are all $\mathbb{Z}_{2}$ parameters that are either 0 or 1. The Ansätze will be labeled by $n_{1} \pi-\left(n_{\bar{C}_{6} S} n_{S T_{1}} n_{\bar{C}_{6}}\right)$. When $n_{1}=1$, translation symmetry is realized projectively and the unit cell is enlarged. Depending on the PSG equivalence class, the Ansatz forces some of the mean-field parameters such $a^{h}, b^{h}, c^{h}, d^{h}, a^{p}, b^{p}, c^{p}, d^{p}$ to be zero. Liu et al. [25] give a table of all independent nonzero parameters in the global spin basis. We are, however, interested in the local basis. We transform their solution to the local spin basis by

$$
\begin{equation*}
\left(a_{l}^{h}, b_{l}^{h}, c_{l}^{h}, d_{l}^{h}\right)^{h}=U_{0}\left(a_{g}^{h}, b_{g}^{h}, c_{g}^{h}, d_{g}^{h}\right)^{h} U_{1}^{\dagger}, \tag{22}
\end{equation*}
$$

where the subscripts $l$ and $g$ are for "local" and "global," respectively. The matrices $U_{\mu}$ are the $\mathrm{SU}(2)$ matrices corresponding to the transformation from global to local spin basis on sublattice $\mu$. They are specified in Appendix C. Equation (22) gives us explicitly

$$
\begin{align*}
& a_{l}=-b_{g}  \tag{23a}\\
& b_{l}=\frac{1}{\sqrt{6}}\left(-2 a_{g}+c_{g}-d_{g}\right),  \tag{23b}\\
& c_{l}=\frac{1}{\sqrt{2}}\left(c_{g}+d_{g}\right)  \tag{23c}\\
& d_{l}=\frac{1}{\sqrt{3}}\left(a_{g}+c_{g}-d_{g}\right) \tag{23~d}
\end{align*}
$$

Based on Eq. (23), we can translate their solution into Table I. It lists all independent nonzero nearest-neighbor parameters. We use the parameters $n_{1}-\left(n_{\bar{C}_{6} S} n_{S \bar{C}_{6}} n_{\bar{C}_{6}}\right)$ to label the states, while Liu et al. use $n_{1}-\left(n_{\bar{C}_{6} S} n_{S T_{1}} n_{\bar{C}_{6}}\right)$, where $n_{S \bar{C}_{6}}=n_{1}+$ $n_{S T_{1}}+n_{\bar{C}_{6}}$. The four classes $n_{1}-\left(00 n_{\bar{C}_{6}}\right)$ have an accidental IGG of $U(1)$ at the nearest-neighbor level, since they do not allow any nonzero nearest-neighbor pairing fields. Therefore, one can construct 12 different fully symmetric $\mathbb{Z}_{2}$ spin-liquid Ansätze at the nearest-neighbor level.

## B. Chiral Ansätze

Chiral spin liquids break time-reversal symmetry and some lattice symmetries modulo a global spin flip (action of timereversal symmetry) [24]. In the classical limit $\mathcal{S} \rightarrow \infty$ they correspond to noncoplanar spin states [i.e., they have nonzero scalar spin chirality $\left.\left\langle\hat{S}_{i} \cdot\left(\hat{S}_{j} \times \hat{S}_{k}\right)\right\rangle \neq 0\right]$. To construct a chiral Ansatz, we start by defining a parity $\epsilon_{O}$ for each symmetry operator $O \in \chi$ in the lattice space group $\chi=F d \overline{3} m . \epsilon_{O}=1$ when an Ansatz respects the symmetry, and it is $\epsilon_{O}=-1$
when it only respects the Ansatz modulo a time reversal. Let us define the subgroup $\chi_{e}$ of all lattice symmetries that necessarily have even parity $\epsilon_{O}=1$ and the set of operators with undetermined parity as $\chi_{o}=\left(\chi-\chi_{e}\right) . \chi_{e}$ contains at least all squares of symmetry operators $T_{1}^{2}, T_{2}^{2}, T_{3}^{2}, S^{2}$, $\bar{C}_{6}{ }^{2}=I^{2} C_{3}^{2}=C_{3}^{-1}$ since their parities are $\epsilon_{O}=( \pm 1)^{2}=1$. We can translate the algebraic group relations [Eq. (B3)] into equations for the parity to find more generators of $\chi_{e}$. The nontrivial equations are

$$
\begin{align*}
& \epsilon_{S^{2}} \epsilon_{T_{3}}=1  \tag{24a}\\
& \epsilon_{C_{3}} \epsilon_{T_{i}}=\epsilon_{T_{i+1}} \epsilon_{C_{3}} \tag{24b}
\end{align*}
$$

Equation (24a) shows that $T_{3}$ has even parity. Therefore, Eq. (24b) implies that this is also true for $T_{1}$ and $T_{2}$. The parities of $\bar{C}_{6}$ and $S$ stay undetermined. This concludes the analysis following Messio et al. [24]. We are, however, still missing one generator of $\chi_{e}$. In general, once generators of even and undetermined parity are found by inspecting the generators of the full symmetry group $\chi$, we also have to consider operators of the form $O_{o}^{-1} O_{e} O_{o}$, where $O_{o} \in \chi_{o}$ and $O_{e} \in \chi_{e}$. This can be repeated until no new generators of $\chi_{e}$ are found. With this approach, we can construct the symmetry operator $C_{3}^{\prime}:=I S C_{3} I S=S^{-1} C_{3} S$, which has even parity $\epsilon_{C_{3}^{\prime}}=\epsilon_{S}^{2} \epsilon_{I}^{2} \epsilon_{C_{3}}=1 . C_{3}^{\prime}$ is a $\frac{2 \pi}{3}$ rotation about the $\mathbf{s}_{3}^{z}$ axis on the inverse tetrahedron. Since $C_{3}^{\prime}$ cannot be written as a product of the operators $\left\{T_{1}, T_{2}, T_{3}, C_{3}\right\}$, we have to add it to the set of generators. $I C_{3} I=C_{3}$ gives no new generator, and therefore $\chi_{e}$ is generated by $\left\{T_{1}, T_{2}, T_{3}, C_{3}, C_{3}^{\prime}\right\}$ while $\bar{C}_{6}, S \in \chi_{o}$. The algebraic relations of $\chi_{e}$ are

$$
\begin{align*}
T_{i} T_{i+1} T_{i}^{-1} T_{i+1}^{-1} & =1,  \tag{25a}\\
C_{3}^{3} & =1,  \tag{25b}\\
C_{3}^{\prime 3} & =1,  \tag{25c}\\
\left(C_{3} C_{3}^{\prime}\right)^{2} & =1,  \tag{25~d}\\
C_{3} T_{i} C_{3}^{-1} T_{i+1}^{-1} & =1,  \tag{25e}\\
C_{3}^{\prime} T_{1}\left(C_{3}^{\prime}\right)^{-1} T_{1} T_{2}^{-1} & =1,  \tag{25f}\\
C_{3}^{\prime} T_{2}\left(C_{3}^{\prime}\right)^{-1} T_{1} & =1,  \tag{25~g}\\
C_{3}^{\prime} T_{3}\left(C_{3}^{\prime}\right)^{-1} T_{1} T_{3}^{-1} & =1, \tag{25h}
\end{align*}
$$

where $i=i+3$. The chiral algebraic PSG is then defined as the algebraic PSG of $\chi_{e}$. We solve the chiral algebraic PSG in Appendix D. The phases are given by

$$
\begin{aligned}
\phi_{T_{1}}\left[\mathbf{r}_{\mu}\right]= & 0 \\
\phi_{T_{2}}\left[\mathbf{r}_{\mu}\right]= & n_{1} \pi r_{1} \\
\phi_{T_{3}}\left[\mathbf{r}_{\mu}\right]= & n_{1} \pi\left(r_{1}+r_{2}\right) \\
\phi_{C_{3}}\left[\mathbf{r}_{\mu}\right]= & \frac{2 \pi \xi}{3} \delta_{\mu, 0}+n_{1} \pi\left(r_{1} r_{2}+r_{1} r_{3}\right) \\
\phi_{C_{3}^{\prime}}\left[\mathbf{r}_{\mu}\right]= & -\frac{2 \pi \xi}{3} \delta_{\mu, 3} \\
& +\left(\frac{2 \pi \xi}{3}+n_{C_{3} C_{3}^{\prime}}+n_{C_{3}^{\prime} T_{2}}\right)\left(-\delta_{\mu, 0}+\delta_{\mu, 2}\right) \pi
\end{aligned}
$$

$$
\begin{align*}
& +r_{1} \pi n_{C_{3}^{\prime} T_{2}}+r_{3} \pi \frac{r_{3}-1}{2} n_{1}+n_{1} \pi r_{1} r_{2} \\
& +r_{2} \pi\left(\frac{r_{2}-1}{2} n_{1}+n_{C_{3}^{\prime} T_{2}}\right) \tag{26e}
\end{align*}
$$

where $\xi \in\{-1,0,1\}, n_{1}, n_{C_{3} C_{3}^{\prime}}, n_{C_{3}^{\prime} T_{2}} \in\{0,1\}$. $n_{1}$ once again determines the size of the unit cell.

The next step is to find all compatible Ansätze. Since elements of $\chi_{e}$ cannot map between main and inverse tetrahedra but rather from one bond on one main tetrahedron to every other bond on any main tetrahedron, we have two independent bonds: one on a main and one on an inverse tetrahedron. We choose the bonds $01\left(\mathbf{0}_{0} \rightarrow \mathbf{0}_{1}\right)$ and $\operatorname{I01}\left(\mathbf{0}_{0} \rightarrow \mathbf{0}_{1}-\mathbf{a}_{1}\right)$. We label the mean-field parameters $\left(a_{1}^{t}, b_{1}^{t}, c_{1}^{t}, d_{1}^{t}\right)$ on bond 01 and $\left(a_{2}^{t}, b_{2}^{t}, c_{2}^{t}, d_{2}^{t}\right)$ on bond $I 01$ with $t \in\{h, p\}$. With Eqs. (20) the mean-field parameters of all other bonds can be calculated. The chiral Ansätze can break $\mathcal{T}$, $I$, and $S$ while satisfying $\mathcal{T} I$ and $\mathcal{T} S$. Therefore, the mean-field parameters are complex numbers in general: $a_{i}^{h} \rightarrow a_{i}^{h} e^{i \phi_{a_{i}^{h}}}, \ldots, a_{i}^{p} \rightarrow$ $a_{i}^{p} e^{-i \phi_{a_{i}^{p}}}, \ldots$, where $a_{i}^{h}, \ldots, a_{i}^{p}, \ldots \in \mathbb{R}$. The different sign convention of the phases comes from the fact that $a^{h}$ depends on $\mathbf{h}_{i j}^{*}$ while $a^{p}$ depends on $\mathbf{p}_{i j}$. First we find all possible Ansätze that respect the PSG of $\chi_{e}$ by mapping the bonds 01 and $I 01$ onto themselves with $S^{-1} C_{3} S C_{3}$ (note that this also flips the bond). For the 01 bond, this results in

$$
\begin{align*}
& \left(a_{1}^{h}, b_{1}^{h}, c_{1}^{h}, d_{1}^{h}\right)=\left(-a_{1}^{h *}, b_{1}^{h *}, c_{1}^{h *}, d_{1}^{h *}\right) e^{-i \pi\left(\frac{4 \xi}{3}+n_{C_{3} C_{3}^{\prime}}+n_{C_{3}^{\prime} T_{2}}\right)} \\
& \left(a_{1}^{p}, b_{1}^{p}, c_{1}^{p}, d_{1}^{p}\right)=\left(a_{1}^{p},-b_{1}^{p},-c_{1}^{p},-d_{1}^{p}\right) e^{i \pi\left(n_{C_{3} C_{3}^{\prime}}+n_{c_{3}^{\prime} T_{2}}\right)} \tag{27}
\end{align*}
$$

For the $I 01$ bond, this results in

$$
\begin{gather*}
\left(a_{2}^{h}, b_{2}^{h}, c_{2}^{h}, d_{2}^{h}\right)=\left(-a_{2}^{h *}, b_{2}^{h *}, c_{2}^{h *}, d_{2}^{h *}\right) e^{-i \pi\left(\frac{4 \pi \xi}{3}+n_{c_{3}} c_{3}^{\prime}\right)}  \tag{29}\\
\left(a_{2}^{p}, b_{2}^{p}, c_{2}^{p}, d_{2}^{p}\right)=\left(a_{2}^{p},-b_{2}^{p},-c_{2}^{p},-d_{2}^{p}\right) e^{i \pi n_{c_{3} c_{3}^{\prime}}} \tag{30}
\end{gather*}
$$

Table II lists all allowed nearest-neighbor mean-field parameters for Ansätze respecting the symmetries of $\chi_{e}$.

To get to all chiral Ansätze, we have to impose rotoreflection and screw symmetry modulo time reversal. Therefore, we have to fix the moduli of the mean-field parameters on the bonds 01 and $I 01$ to be the same such that $a_{1}^{h}=a_{2}^{h}=$ $a^{h}, \ldots, a_{1}^{p}=a_{2}^{p}=a^{p}, \ldots$. Notice that for $n_{C_{3}^{\prime} T_{2}}=1$ this is not possible for the pairing fields. Therefore, such Ansätze either break $\bar{C}_{6}$ and $S$ as well as $\mathcal{T} \bar{C}_{6}$ and $\mathcal{T} S$ or have no pairing field and therefore an accidental IGG of $U(1)$. Either way, they correspond to Ansätze that we do not want to consider, and we set $n_{C_{3}^{\prime} T_{2}}=0$ in the rest of this work. This means that $a^{p}$ cannot appear in an Ansatz together with $b^{p}, c^{p}, d^{p}$.

All further restrictions to the Ansätze can be found by transformation of expectation values of gauge-invariant loop operators [24]. For example, $\hat{B}_{i j} \hat{B}_{j k} \hat{B}_{k i}$ or $\hat{A}_{i j} \hat{B}_{j k} \hat{A}_{k i}^{\dagger}$. These are analogous to the Wilson loop operators in gauge theory. The loop operators are directly related to products of spin operators and therefore have a straightforward physical interpretation. For example, the triple product of the spins at sites $i, j, k$ can be written using two of these loops:

$$
\begin{align*}
\hat{S}_{i} \cdot\left(\hat{S}_{j} \times \hat{S}_{k}\right) & =-2 i:\left(\hat{B}_{i j} \hat{B}_{j k} \hat{B}_{k i}-\hat{B}_{i j}^{\dagger} \hat{B}_{j k}^{\dagger} \hat{B}_{k i}^{\dagger}\right):  \tag{31}\\
& =2 i:\left(\hat{A}_{i j} \hat{A}_{j k}^{\dagger} \hat{B}_{k i}-\hat{A}_{i j}^{\dagger} \hat{A}_{j k} \hat{B}_{k i}^{\dagger}\right): \tag{32}
\end{align*}
$$

TABLE II. All independent nonzero nearest-neighbor mean-field parameters for the different PSG equivalence classes that respect the symmetries of $\chi_{e}$ in the local spin basis. Parameters with index 1 and 2 are fixed on bond $\mathbf{0}_{0} \rightarrow \mathbf{0}_{1}$ and $\mathbf{0}_{0} \rightarrow \mathbf{0}_{1}-\mathbf{a}_{1}$, respectively. All parameters not mentioned in the table are forced to be 0 . The An sätze are labeled by the parameters $\xi \in\{-1,0,1\}, n_{1}, n_{C_{3} C_{3}^{\prime}}, n_{C_{3}^{\prime} T_{2}} \in$ $\{0,1\}$.

| $n_{1}-\left(n_{C_{3} C_{3}^{\prime}} n_{C_{3}^{\prime} T_{2}} \xi\right)$ | NN |
| :--- | :---: |
| $n_{1}-(00 \xi)$ | $a_{1}^{h}, b_{1}^{h}, c_{1}^{h}, d_{1}^{h}, a_{1}^{p}$ |
|  | $a_{2}^{h}, b_{2}^{h}, c_{2}^{h}, d_{2}^{h}, a_{2}^{p}$ |
| $n_{1}-(10 \xi)$ | $a_{1}^{h}, b_{1}^{h}, c_{1}^{h}, d_{1}^{h}, b_{1}^{p}, c_{1}^{p}, d_{1}^{p}$ |
|  | $a_{2}^{h}, b_{2}^{h}, c_{2}^{h}, d_{2}^{h}, b_{2}^{p}, c_{2}^{p}, d_{2}^{p}$ |
| $n_{1}-(01 \xi)$ | $a_{1}^{h}, b_{1}^{h}, c_{1}^{h}, d_{1}^{h}, b_{1}^{p}, c_{1}^{p}, d_{1}^{p}$ |
|  | $a_{2}^{h}, b_{2}^{h}, c_{2}^{h}, d_{2}^{h}, a_{2}^{p}$ |
| $n_{1}-(11 \xi)$ | $a_{1}^{h}, b_{1}^{h}, c_{1}^{h}, d_{1}^{h}, a_{1}^{p}$ |
|  | $a_{2}^{h}, b_{2}^{h}, c_{2}^{h}, d_{2}^{h}, b_{2}^{p}, c_{2}^{p}, d_{2}^{p}$ |

## Constraints:

| $\operatorname{Re}\left[a_{1}^{h} e^{i \frac{\pi}{2}\left(\frac{4}{3}+n_{C_{3}}{ }_{3}^{\prime}+n_{C_{3}^{\prime}} T_{2}\right)}\right]=0$, | $\operatorname{Re}\left[a_{2}^{h} e^{i \frac{\pi}{2}\left(\frac{4}{3}+n_{c_{3}} c_{3}\right)}\right]=0$, |
| :---: | :---: |
| $\operatorname{Im}\left[b_{1}^{h} e^{i \frac{\pi}{2}\left(\frac{4}{3}+n_{C_{3} C_{3}^{\prime}}+n_{C_{3}^{\prime}} T_{2}\right)}\right]=0$, | $\operatorname{Im}\left[b_{2}^{h} e^{i \frac{\pi}{2}\left(\frac{4 \xi}{3}+n_{C_{3}} c_{3}^{\prime}\right)}\right]=$ |
| $\operatorname{Im}\left[c_{1}^{h} e^{i \frac{\pi}{2}\left(\frac{4}{3}+n_{c_{3} c_{3}^{\prime}+n} c_{3}^{\prime} T_{2}\right)}\right]=0$, | $\operatorname{Im}\left[c_{2} e^{i \frac{\pi}{2}\left(\frac{4 E}{3}+n_{c_{3}} c_{3}^{\prime}\right)}\right]$ |
| $\operatorname{Im}\left[d_{1}^{h} e^{i \frac{\pi}{2}\left(\frac{4 \xi}{3}+n c_{3} c_{3}^{+n} C_{3}^{\prime} T_{2}\right)}\right]=0$, | $\operatorname{Im}\left[d_{2}^{h} e^{\left.i \frac{\pi}{2} \frac{4 E_{3}}{3}+n_{c_{3}} c_{3}^{\prime}\right)}\right]$ |

In SBMFT, the expectation values of loop operators can be written as products of the mean fields: $\left\langle\hat{B}_{i j} \hat{B}_{j k} \hat{B}_{k i}\right\rangle \approx$ $\mathcal{B}_{i j} \mathcal{B}_{i j} \mathcal{B}_{k i}$. Using Eq. (31), we can directly see that Ansätze that respect time-reversal symmetry, i.e., where the mean fields are real, do not give rise to noncoplanar spin configurations.

The complex argument of the loops, called fluxes, boils down to a sum of complex arguments of the mean-field pa-
rameters, e.g.,

$$
\begin{equation*}
\arg \left(\left\langle\hat{B}_{i j} \hat{B}_{j k} \hat{B}_{k i}\right\rangle\right)=\arg \left(\mathcal{B}_{i j}\right)+\arg \left(\mathcal{B}_{j k}\right)+\arg \left(\mathcal{B}_{k i}\right) \tag{33}
\end{equation*}
$$

Under the action of an operator $O_{o} \in \chi_{o}$, Eq. (33) transforms like

$$
\begin{align*}
O_{o} \arg \left(\left\langle\hat{B}_{i j} \hat{B}_{j k} \hat{B}_{k i}\right\rangle\right)= & \epsilon_{O_{o}}\left[\arg \left(\mathcal{B}_{O_{o}(i j)}\right)\right. \\
& \left.+\arg \left(\mathcal{B}_{O_{o}(j k)}\right)+\arg \left(\mathcal{B}_{O_{o}(k i)}\right)\right] \tag{34}
\end{align*}
$$

The flux is invariant under $O_{o}$ if $\epsilon_{O_{o}}=1$ and the flux changes its sign if $\epsilon_{O_{o}}=-1$. We can write down equations like Eq. (34) for all independent fluxes on the lattice and then solve for the phases $\arg \left(B_{i j}\right)=\phi_{\mathcal{B}_{i j}}$ depending on the parities of all elements in $\chi_{0}$. We choose to study the flux transformations under action of inversion $I=\bar{C}_{6}{ }^{3}$ and mirror symmetry $\Sigma=I S$ since the resulting phase equations have a particularly nice form. The calculations are performed in Appendix E. The solutions are presented in Table III.

The Ansätze can be grouped into four groups corresponding to the parity of their underlying symmetries $\left(\epsilon_{\Sigma}, \epsilon_{I}\right)$. The 12 Ansätze with $\left(\epsilon_{\Sigma}, \epsilon_{I}\right)=(1,1)$ exactly reduce to the 12 fully symmetric Ansätze that were characterized by Liu et al. [25] once we impose time-reversal symmetry, which constrains $c^{h}=0$. Comparison with the fully symmetric classification sheds light on why $\left(1, \epsilon_{I}\right)-n_{1}-\left(1, p_{1}\right)-(0)$ support two families of Ansätze, one with nonzero $c^{p}$ and one with nonzero $b^{p}$ and $d^{p}$. Imposing $\Sigma$ symmetry causes $\left(1, \epsilon_{I}\right)-n_{1}-\left(1, p_{1}\right)-(0)$ to fractionalize into two new classes labeled by the $\mathbb{Z}_{2}$ parameter $n_{S \bar{C}_{6}}$. The fractionalized Ansätze then fulfill the symmetry $(\widetilde{\Sigma})^{2}=(-\mathbb{1})^{n_{S} \bar{C}_{6}}$. The same happens for $\left(1, \epsilon_{I}\right)-n_{1}-\left(0, p_{1}\right)-(0)$. However, the corresponding Ansatz families do not allow any nearest-neighbor pairing fields and therefore do not correspond to nearest-neighbor $\mathbb{Z}_{2}$ spin liquids in the same way as for the fully symmetric equivalence classes $n_{1}-\left(00 n_{\bar{C}_{6}}\right)$.

TABLE III. All independent nonzero nearest-neighbor mean-field parameters for all nearest-neighbor $\mathbb{Z}_{2}$ chiral PSG equivalence classes in the local spin basis. Parameters with index 1 and 2 are fixed on bond $\mathbf{0}_{0} \rightarrow \mathbf{0}_{1}$ and $\mathbf{0}_{0} \rightarrow \mathbf{0}_{1}-\mathbf{a}_{1}$, respectively. All nearest-neighbor parameters not mentioned in the list are forced to be 0 . The Ansätze are labeled by the PSG parameters $\xi \in\{-1,0,1\}, n_{1}, n_{C_{3} C_{3}^{\prime}}, p_{1} \in\{0,1\}$, and the parities $\epsilon_{I}, \epsilon_{\Sigma} \in\{-1,1\}$.

| $\left(\epsilon_{\Sigma}, \epsilon_{I}\right)-n_{1}-\left(n_{C_{3} C_{3}^{\prime}}, p_{1}\right)-(\xi)$ | NN | Constraints: |
| :--- | :--- | :--- |
| $(1,1)-n_{1}-\left(1, p_{1}\right)-(0)_{y}$ | $a^{h}, c^{h}, c^{p}$ | $\phi_{a_{1}^{h}}=0, \phi_{c_{1}^{h}}=\frac{\pi}{2}$ |
| $(1,1)-n_{1}-\left(1, p_{1}\right)-(0)_{x z}$ | $a^{h}, c^{h}, b^{p}, d^{p}$ | $\phi_{a^{h}}=0, \phi_{c_{1}^{h}}=\frac{\pi}{2}$ |
| $(1,1)-n_{1}-\left(0, p_{1}\right)-(0)$ | $b^{h}, d^{h}, a^{p}$ | $\phi_{b_{1}^{h}}=\phi_{d_{1}^{h}}=0$ |
| $(1,-1)-n_{1}-(1,0)-(0)_{y}$ | $a_{1}^{h}, c^{h}, c^{p}$ | $\phi_{a_{1}^{h}}=0, \phi_{c_{1}^{h}}=\frac{\pi}{2}$ |
| $(1,-1)-n_{1}-(1,0)-(0)_{x z}$ | $a^{h}, c^{h}, b^{p}, d^{p}$ | $\phi_{b_{1}^{h}}=0, \phi_{c_{1}^{h}}=\frac{\pi}{2}$ |
| $(1,-1)-n_{1}-(0,0)-(0)$ | $b_{d_{1}^{h}}, d^{h}, a^{p}$ | $\phi_{a_{1}^{h}}=\frac{\pi}{2}+\frac{2 \xi \pi}{3}, \phi_{b_{1}^{h}}=\phi_{d_{1}^{h}}=\frac{2 \xi \pi}{3}$ |
| $(-1,1)-n_{1}-\left(0, p_{1}\right)-(\xi)$ | $a^{h}, b^{h}, d^{h}, a^{p}$ | $\phi_{a_{1}^{h}}=\frac{2 \xi \pi}{3}, \phi_{b_{1}^{h}}=\phi_{d_{1}^{h}}=\frac{\pi}{2}+\frac{2 \xi \pi}{3}, \phi_{b_{1}^{p}}=\phi_{d_{1}^{p}}=\phi_{c_{1}^{p}}-\frac{\pi}{2}$ |
| $(-1,1)-n_{1}-\left(1, p_{1}\right)-(\xi)$ | $a^{h}, b^{h}, d^{h}, b^{p}, c^{p}, d^{p}$ | $\phi_{a_{1}^{h}}=\frac{\pi}{2}, \phi_{b_{1}^{h}}=\phi_{d_{1}^{h}}=0$ |
| $(-1,-1)-n_{1}-\left(0, p_{1}\right)-(0)$ | $a^{h}, b^{h}, d^{h}, a^{p}$ | $\phi_{a_{1}^{h}}=0, \phi_{b_{1}^{h}}=\phi_{d_{1}^{h}}=\frac{\pi}{2}, \phi_{b_{1}^{p}}=\phi_{d_{1}^{p}}=\phi_{c_{1}^{p}}-\frac{\pi}{2}$ |
| $(-1,-1)-n_{1}-\left(1, p_{1}\right)-(0)$ | $a^{h}, b^{h}, d^{h}, b^{p}, c^{p}, d^{p}$ |  |
| General constraints: |  |  |
| $\phi_{a_{2}^{h}}=\epsilon_{I} \phi_{a_{1}^{h}}+n_{1} \pi$ | $\phi_{a_{2}^{p}}=\epsilon_{I} \phi_{a_{1}^{p}}+p_{1} \pi$ |  |
| $\phi_{b_{2}^{h}}=\epsilon_{I} \phi_{b_{1}^{h}}+n_{1} \pi$ | $\phi_{b_{2}^{p}}=\epsilon_{I} \phi_{b_{1}^{p}}+p_{1} \pi$ |  |
| $\phi_{c_{2}^{h}}=\epsilon_{I} \phi_{c_{1}^{h}}+n_{1} \pi$ | $\phi_{c_{2}^{p}}=\epsilon_{I} \phi_{c_{1}^{p}}+p_{1} \pi$ |  |
| $\phi_{d_{2}^{h}}=\epsilon_{I} \phi_{d_{1}^{h}}+n_{1} \pi$ | $\phi_{d_{2}^{p}}=\epsilon_{I} \phi_{d_{1}^{p}}+p_{1} \pi$ |  |

For $\epsilon_{I}=1$, we can identify the $\mathbb{Z}_{2}$ parameter $p_{1}+n_{1}$ with $n_{\bar{C}_{6}}$ by comparing with the fully symmetric Ansätze. The Ansätze then fulfill $(\widetilde{I})^{2}=(-\mathbb{1})^{p_{1}+n_{1}}$. The Ansätze with $\left(\epsilon_{\Sigma}, \epsilon_{I}\right)=(-1,-1)$ fractionalize similarly upon imposing screw symmetry $S=I \Sigma$. Only the Ansätze with $\left(\epsilon_{\Sigma}, \epsilon_{I}\right)=$ $(1,-1)$ do not fractionalize in states labeled by $p_{1}$. Instead, they allow for continuously variable phases $\phi_{a_{1}^{p}}, \phi_{b_{1}^{p}}, \phi_{c_{1}^{p}}, \phi_{d_{1}^{p}}$.

## IV. CHOOSING ANSÄTZE

Now that we have characterized all symmetric and chiral mean-field Ansätze, we have to choose meaningful Ansätze as well as a suitable mean-field decoupling for the XXZ Hamiltonian (3). As mentioned previously, the mean-field decouplings are ambiguous. We choose them in a way that preserves the $\mathrm{SU}(2)$ spin rotation symmetry at the Heisenberg point:

$$
\begin{align*}
H= & \sum_{\langle i j\rangle} J_{\perp}\left(\hat{S}_{i}^{x} \hat{S}_{j}^{x}+\hat{S}_{i}^{y} \hat{S}_{j}^{y}\right)+J_{z z} \hat{S}_{i}^{z} \hat{S}_{j}^{z} \\
= & \sum_{\langle i j\rangle} \frac{J_{\perp}+J_{z z}}{2} \hat{\mathbf{S}}_{\mathrm{i}} \hat{\mathbf{S}}_{\mathbf{j}}+\frac{\Delta J}{2} \hat{S}_{i}^{z} \hat{S}_{j}^{z}-\frac{\Delta J}{2}\left(\hat{S}_{i}^{x} \hat{S}_{j}^{x}+\hat{S}_{i}^{y} \hat{S}_{j}^{y}\right) \\
= & \sum_{\langle i j\rangle} \frac{J_{\perp}+J_{z z}}{2}: \hat{B}_{i j}^{\dagger} \hat{B}_{i j}:-J_{\perp} \hat{A}_{i j}^{\dagger} \hat{A}_{i j} \\
& -\frac{\Delta J}{2}\left(: \hat{t}_{i j}^{h, x\rangle} \hat{t}_{i j}^{h, x}:+: \hat{t}_{i j}^{h, y \dagger} \hat{t}_{i j}^{h, y}:-: \hat{t}_{i j}^{h, z \dagger} \hat{i}_{i j}^{h, z}:\right) \\
& +\sum_{i} \lambda_{i}\left(b_{i \alpha}^{\dagger} b_{i \alpha}-2 S\right) . \tag{35}
\end{align*}
$$

The mean-field decoupling is then defined by

$$
\begin{align*}
& J_{i j}^{h}=\frac{1}{2}\left(\begin{array}{llll}
J_{z z}+J_{\perp} & & \\
& J_{\perp}-J_{z z} & J_{\perp}-J_{z z} & \\
& & J_{z z}-J_{\perp}
\end{array}\right)  \tag{36a}\\
& J_{i j}^{p}=\left(\begin{array}{llll}
-J_{\perp} & & \\
& 0 & & \\
& & 0 & \\
& & & 0
\end{array}\right),  \tag{36b}\\
& C_{i j}=0 .
\end{align*}
$$

This particular decoupling allows the resulting spin-liquid state to break the $\mathrm{U}(1)$ spin rotation symmetry by acquiring different expectation values for $t^{h, x}$ and $t^{h, y}$. This choice is motivated by findings of Benton et al. [11], where a transition from a $U(1)$ symmetric to a nematic state is observed at the Heisenberg point.

In the following sections, we solve the mean-field equations for the Ansätze $(1,1)-n_{1}-\left(0, p_{1}\right)-(0)$ and $\left(-1, \epsilon_{I}\right)-n_{1}-\left(0, p_{1}\right)-(\xi)$. We choose them because they can include $\mathrm{SU}(2)$ symmetric pairing fields $A_{i j}$ that capture the relevant physics at the antiferromagnetic Heisenberg point.

Ansätze $(1,1)-n_{1}-\left(0, p_{1}\right)-(0)$ are fully symmetric. Therefore, they fulfill all lattice symmetries and correspond to coplanar spin liquids.

Ansätze $(-1,-1)-n_{1}-\left(0, p_{1}\right)-(0)$ are chiral and they break $\mathcal{T}, I$, and $\Sigma$ but preserve $\mathcal{T} I$ and $\mathcal{T} \Sigma$. Therefore, they also respect screw symmetry. Every $\mathrm{SU}(2)$-symmetric triangular
flux operator has an expectation value of $\pm \frac{\pi}{2}$. Therefore, they have the same symmetry and flux structure as the monopole flux and the $\left(\frac{\pi}{2}, \pi\right)$ state considered by Burnell et al. [22]. For $\mathcal{B}=0$, the Ansätze reduce to the fully symmetric (1, 1)- $n_{1}-\left(0, p_{1}\right)-(0)$.

Ansätze $(-1,1)-n_{1}-\left(0, p_{1}\right)-(0)$ are chiral and they break $\mathcal{T}$ and $\Sigma$ while preserving $I$ and $\mathcal{T} \Sigma$. Therefore, they also break $S$ modulo time reversal. Every $\mathrm{SU}(2)$-symmetric triangular flux has a value of $\frac{\pi}{2}$. Therefore, they have a similar flux structure to the monopole-antimonopole flux state $\left[\frac{\pi}{2},-\frac{\pi}{2}, 0\right]$ considered by Kim et al. [23]. For $\mathcal{B}=0$, the Ansätze reduce to the fully symmetric $(1,1)-n_{1}-\left(0, p_{1}\right)-(0)$.

Ansätze $\left(-1, \epsilon_{I}\right)-n_{1}-\left(0, p_{1}\right)-(\xi \neq 0)$ are chiral and they have the same symmetries as $(-1,1)-n_{1}-\left(0, p_{1}\right)$-( 0$)$. Their characteristic property is that the expectation value of every rhombus flux operator has a value of $\xi \frac{\pi}{3}$. This leads to the identity [24]

$$
\begin{align*}
& \mathcal{S}\left\langle\left(\hat{\mathbf{S}}_{0}-\hat{\mathbf{S}}_{3}\right) \cdot\left(\hat{\mathbf{S}}_{1} \times \hat{\mathbf{S}}_{2}\right)+\left(\hat{\mathbf{S}}_{2}-\hat{\mathbf{S}}_{1}\right) \cdot\left(\hat{\mathbf{S}}_{3} \times \hat{\mathbf{S}}_{0}\right)\right\rangle \\
& \quad=8 \mathcal{A}^{4} \sin \left(\xi \frac{\pi}{3}\right) \tag{37}
\end{align*}
$$

which implies nonzero scalar spin chirality also in the case $\mathcal{B}=0$. The Ansätze for $\xi=1$ and -1 can be mapped onto each other by the action of $\mathcal{T}$.

## V. CALCULATION OF THE FREE ENERGY

Now that a mean-field decoupling and Ansätze are chosen, we can apply the Fourier transform

$$
\begin{equation*}
b_{\mathbf{r}_{\mu}}=\sqrt{\frac{N_{\mathrm{SL}}}{N}} \sum_{\mathbf{k}} b_{\mathbf{k}, \mu} e^{-i \mathbf{k} \mathbf{r}_{\mu}} \tag{38}
\end{equation*}
$$

to the Hamiltonian in Eq. (15) and bring it to the form

$$
\begin{equation*}
H=\frac{1}{2} \sum_{\mathbf{k}} \hat{\Psi}_{\mathbf{k}}^{\dagger} \mathcal{H}(\mathbf{k}) \hat{\Psi}_{\mathbf{k}}+3 N f(\mathbf{h}, \mathbf{p})-N \lambda(2 \mathcal{S}+1) \tag{39}
\end{equation*}
$$

where $N$ is the number of atoms on the lattice, and $\mathcal{H}(\mathbf{k})$ has the form

$$
\mathcal{H}(\mathbf{k})=\left(\begin{array}{ll}
H^{h}(\mathbf{k}) & H^{p}(\mathbf{k})  \tag{40}\\
{\left[H^{p}(\mathbf{k})\right]^{\dagger}} & {\left[H^{h}(-\mathbf{k})\right]^{T}}
\end{array}\right)+\lambda \mathbb{1}_{4 N_{\mathrm{SL}}}
$$

For $\left(n_{1}=1\right) \quad n_{1}=0, \quad \hat{\Psi}_{\mathbf{k}} \quad$ is a (64-) 16-component spinor, and $\left(N_{\mathrm{SL}}=16\right) N_{\mathrm{SL}}=4$ is the number of sublattices in the (enlarged) unit cell: $\hat{\Psi}_{\mathbf{k}}=\left(\hat{\psi}_{\mathbf{k}}, \hat{\psi}_{-\mathbf{k}}^{\dagger}\right)$ with $\hat{\psi}_{\mathbf{k}}=$ $\left(\hat{b}_{\mathbf{k}, 1}, \hat{b}_{\mathbf{k}, 2}, \ldots, \hat{b}_{\mathbf{k}, N_{\mathrm{SL}}}\right)$. The explicit form of $H^{h}$ and $H^{p}$ is given in Appendix F. The Hamiltonian (39) can be diagonalized by a Bogoliubov transform [30]. We therefore introduce Bogoliubov transformation matrices $V(\mathbf{k})$ such that

$$
\begin{gather*}
\hat{\psi}_{\mathbf{k}}=V(\mathbf{k}) \hat{\Gamma}_{\mathbf{k}},  \tag{41}\\
V(\mathbf{k})^{\dagger} \tau^{3} V(\mathbf{k})=\tau^{3},  \tag{42}\\
V(\mathbf{k})^{\dagger} \mathcal{H}(\mathbf{k}) V(\mathbf{k})=\Omega(\mathbf{k}) . \tag{43}
\end{gather*}
$$

Here $\hat{\Gamma}_{\mathbf{k}}=\left(\hat{\gamma}_{\mathbf{k}, 1}, \ldots, \hat{\gamma}_{\mathbf{k}, 2 N_{\mathrm{SL}}}, \hat{\gamma}_{-\mathbf{k}, 1}^{\dagger}, \ldots \hat{\gamma}_{-\mathbf{k}, 2 N_{\mathrm{SL}}}^{\dagger}\right)$ is the Bogoliubov spinor, $\tau^{3}=\sigma^{3} \otimes \mathbb{1}_{2 N_{\text {SL }}}$, and $\Omega(\mathbf{k})$ is a diagonal matrix where the first $2 N_{\text {SL }}$ entries $\omega_{i}(\mathbf{k})\left(i \in\left\{1,2 N_{\mathrm{SL}}\right\}\right)$ and the last $2 N_{\text {SL }}$ entries are $\omega_{i}(-\mathbf{k})$. They are the positive

TABLE IV. Self-consistent mean-field parameters. The values with an asterisk are determined self-consistently in the gapped spin-liquid phase for the physical spin value of $\mathcal{S}=0.5$. All other values are set by symmetry of the particular Ansatz. "c" labels states that are condensed at $\mathcal{S}=0.5$, i.e., they are magnetically ordered.

| Ansatz | $\mathcal{A}$ | $\mathcal{B}$ | $t^{h, x}$ | $t^{h, y}$ | $t^{h, z}$ | $2 \lambda / J_{\perp}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(1,1)-0-(0,0)-(0)$ | 0.3901* | 0 | $0^{*}$ | 0 | $0^{*}$ | 1.3593* |
| $(1,1)-0-(0,1)-(0)$ | 0.3931* | 0 | $0^{*}$ | 0 | $0^{*}$ | 1.3880* |
| $(1,1)-1-(0,0)-(0)$ | 0.3895* | 0 | $0^{*}$ | 0 | 0* | 1.3466* |
| $(1,1)-1-(0,1)-(0)$ | 0.3933* | 0 | $0^{*}$ | 0 | $0^{*}$ | 1.3910* |
| $(-1,-1)-0-(0,0)-(0)$ | 0.3901* | 0* | $0^{*}$ | 0 | $0^{*}$ | 1.3593* |
| $(-1,-1)-0-(0,1)-(0)$ | 0.3931* | $0^{*}$ | $0^{*}$ | 0 | $0^{*}$ | 1.3880* |
| $(-1,-1)-1-(0,0)-(0)$ | 0.3895* | $0^{*}$ | $0^{*}$ | 0 | $0^{*}$ | 1.3466* |
| $(-1,-1)-1-(0,1)-(0)$ | 0.3933* | $0^{*}$ | $0^{*}$ | 0 | $0^{*}$ | 1.3910* |
| $(-1,1)-0-(0,0)-(0)$ | 0.3901* | 0 * | $0^{*}$ | 0 | $0^{*}$ | 1.3593* |
| $(-1,1)-0-(0,1)-(0)$ | 0.3931* | $0^{*}$ | $0^{*}$ | 0 | $0^{*}$ | 1.3880* |
| $(-1,1)-1-(0,0)-(0)$ | 0.3895* | $0^{*}$ | $0^{*}$ | 0 | $0^{*}$ | 1.3466* |
| $(-1,1)-1-(0,1)-(0)$ | 0.3933* | 0 * | $0^{*}$ | 0 | $0^{*}$ | 1.3910* |
| $(-1,1)-0-(0,0)-( \pm 1)$ | c | c | c | c | c | c |
| $(-1,1)-0-(0,1)-( \pm 1)$ | c | c | c | c | c | c |
| $(-1,1)-1-(0,0)-( \pm 1)$ | 0.4246* | -0.1676* | $0^{*}$ | 0 | $0^{*}$ | 1.3710* |
| $(-1,1)-1-(0,1)-( \pm 1)$ | 0.4265* | $-0.1684^{*}$ | $0^{*}$ | 0 | $0^{*}$ | 1.3538* |

and negative eigenvalues of the matrix $\tau^{3} \mathcal{H}(k)$, respectively [30]. Equation (42) ensures that the new bosonic operators $\hat{\gamma}_{\mathbf{k}, i}$ preserve the bosonic commutation relations $\left[\hat{\gamma}_{\mathbf{k}, i} \hat{\gamma}_{\mathbf{k}^{\prime}, j}\right]=$ $0,\left[\hat{\gamma}_{\mathbf{k}, i} \hat{\gamma}_{\mathbf{k}^{\prime}, j}^{\dagger}\right]=\delta_{i, j} \delta_{\mathbf{k}, \mathbf{k}^{\prime}}$. Thus, we can write (39) as

$$
\begin{align*}
H(\mathbf{k})= & \sum_{\mathbf{k}} \sum_{i}^{2 N_{\mathrm{SL}}} \omega_{i}(\mathbf{k}) \hat{\gamma}_{k, i}^{\dagger} \hat{\gamma}_{k, i}+\frac{1}{2} \sum_{\mathbf{k}} \sum_{i}^{2 N_{\mathrm{SL}}} \omega_{i}(\mathbf{k}) \\
& +3 N f(\mathbf{h}, \mathbf{p})-N \lambda(2 \mathcal{S}+1) \tag{44a}
\end{align*}
$$

The mean-field free energy per site is thus given by

$$
\begin{align*}
f_{\mathrm{MF}}= & \frac{1}{2 \operatorname{Vol}_{\mathrm{B} . \mathrm{Z} .} N_{\mathrm{SL}}} \int_{\mathrm{B} . \mathrm{Z} .} d k^{3} \sum_{i}^{2 N_{\mathrm{SL}}} \omega_{i}(\mathbf{k}) \\
& +3 f(\mathbf{h}, \mathbf{p})-\lambda(2 \mathcal{S}+1) \tag{45}
\end{align*}
$$

where we exchanged the sum by an integral in the thermodynamic limit $\sum_{\mathbf{k}} \rightarrow \frac{N}{\text { Vol }_{\text {B. } . ~} N_{\text {SL }}} \int_{\text {B.Z. }} d k^{3}$.

This reduces to

$$
\begin{equation*}
f_{\mathrm{MF}}=3 \mathbf{h}^{\dagger} J_{h} \mathbf{h}+3 \mathbf{p}^{\dagger} J_{p} \mathbf{p}+3 C \tag{46}
\end{equation*}
$$

after solving the self-consistency equations.
As a final step, we find the correct values of the mean field by solving the self-consistency equations (18). The solutions are listed in Table IV.

Within numerical accuracy, the only bond operators that acquire a nonzero expectation value are the $\mathrm{SU}(2)$ symmetric $\hat{A}$ and $\hat{B}$. Therefore, all considered Ansätze reduce to $\mathrm{SU}(2)$ symmetric states or are in a condensed phase at $\mathcal{S}=0.5$. The Ansätze (1, 1)-n $n_{1}-\left(0, p_{1}\right)-(0)$ and $\left(-1, \epsilon_{I}\right)-n_{1}-\left(0, p_{1}\right)-(0)$ describe the same four fully symmetric spin liquids as the fully symmetric Ansätze $(1,1)-n_{1}-\left(0, p_{1}\right)-(0)$ since for them $\mathcal{B}=0$. Only the saddle points of $(-1,1)-1-(0,1)-( \pm 1)$ and $(-1,1)-1-(0,0)-( \pm 1)$ are chiral spin liquids. The resulting six distinct spin-liquid states can solely be described by the fluxes that are enclosed by the $\hat{A}$ operators on the hexagonal, bow tie, and rhombus loops: $\left(\phi_{\bigcirc}, \phi_{\triangleright \triangleleft}, \phi_{\diamond}\right)=\left(p_{1}, p_{1}+n_{1}, 1+\frac{2 \xi}{3}\right) \pi$.

We have found the $S U(2)$ symmetry to be stable even beyond the Heisenberg point. We have explicitly checked this for coupling angles $\theta \in\left[0, \frac{\pi}{2}\right]$. The normalized free energies of the spin-liquid states can be found in Table V. The main dependence of the free energy on $\theta$ comes from $J_{\perp}$. While the nonchiral state $(\pi, 0, \pi)$ has the lowest free energy in the present decoupling [Eq. (36)], choosing a decoupling based on $\hat{\mathbf{S}}_{i} \hat{\mathbf{S}}_{j}=-2 \hat{A}_{i j}^{\dagger} \hat{A}_{i j}+\mathcal{S}^{2}$ for all considered Ansätze results in ( $\pi, 0, \pm \frac{\pi}{3}$ ) being the lowest energy state [31]. Therefore, inferences about the possible ground state have to be made with care.

Also note that we have chosen a decoupling of the XXZ Hamiltonian in Eqs. (36), which is expected to capture the relevant physics in the vicinity of the antiferromagnetic Heisenberg point and selected corresponding Ansätze. However, other mean-field decouplings and Ansätze with a focus on the vicinity of the classical Ising limit $J_{\perp}=0$ or the easy-plane limit $J_{z z}=0$ can lead to stable non-SU(2)-symmetric spin liquids. Indeed, in a preliminary study of the fully symmetric Ansätze we have found the Ansätze $(1,1)-n_{1}-\left(1, p_{1}\right)-(0)_{x z}$ to have nonzero $t^{p, z}$ in the vicinity of the Ising point. Here, the Ansatz $(1,1)-0-(1,1)-(0)_{x z}$ has the lowest energy. Ansätze $(1,1)-n_{1}-\left(1, p_{1}\right)-(0)_{x z}$ and $(1,1)-n_{1}-\left(1, p_{1}\right)-(0)_{y}$ have nonzero expectation values $t^{p, x}$ and $t^{p, y}$ in the vicinity of the easy-plane

TABLE V. Values of the $\mathcal{A}$ fields and the normalized free energy per site $f_{\mathrm{MF}} / J_{\perp}$ of the six spin liquid states.

| $\left(\phi_{\bigcirc}, \phi_{\triangleright \triangleleft}, \phi_{\diamond}\right)$ | $\mathcal{A}$ | $\mathcal{B}$ | $f_{\mathrm{MF}} / J_{\perp}$ |
| :--- | :---: | :---: | :---: |
| $(0,0, \pi)$ | 0.3901 | 0 | -0.4565 |
| $(\pi, \pi, \pi)$ | 0.3931 | 0 | -0.4635 |
| $(0, \pi, \pi)$ | 0.3895 | 0 | -0.4551 |
| $(\pi, 0, \pi)$ | 0.3933 | 0 | -0.4641 |
| $\left(0, \pi, \pm \frac{\pi}{3}\right)$ | 0.4246 | -0.1676 | -0.4564 |
| $\left(\pi, 0, \pm \frac{\pi}{3}\right)$ | 0.4265 | -0.1684 | -0.4607 |

limit, respectively. At this point, Ansätze $(1,1)-0-(1,0)-(0)_{x z}$ and $(1,1)-0-(1,0)-(0)_{y}$ have the lowest energy. These break the $U(1)$ spin rotation symmetry in accordance with the nematic spin liquids found by Benton et al. [11]. However, contrary to the nematic states of Benton et al., they preserve the $C_{3}$ lattice symmetry by construction. The energies of these spin liquids at the mean-field level are highly dependent on the choices of the mean-field decouplings. Therefore, the ambiguity of choosing non- $\mathrm{SU}(2)$-symmetric mean-field decouplings described in Sec. II B prevents an appropriate comparison of mean-field energies from different mean-field decouplings. A generalization of the large- $N \mathrm{Sp}(N)$ approach [32] together with arguments from the symplectic $N$ approach [29] to non-$\mathrm{SU}(2)$-symmetric Hamiltonians might shed some light on this issue.

Finally, note that interactions beyond nearest neighbors could in principle stabilize the chiral saddle points of $\left(-1, \epsilon_{I}\right)-n_{1}-\left(0, p_{1}\right)-(0)$.

## VI. SPIN STRUCTURE FACTORS

To compare the mean-field states to experiment and other numerical studies of the XXZ model, we calculate the spinspin correlations on a local and global basis. The spin-spin correlations in the local spin basis are given by the tensor

$$
\begin{equation*}
\mathcal{S}^{\alpha, \beta}(\mathbf{q})=\frac{1}{3 N} \sum_{l, j} e^{i \mathbf{q}\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)}\left\langle\hat{\mathbf{S}}_{l}^{\alpha} \cdot \hat{\mathbf{S}}_{j}^{\beta}\right\rangle \tag{47}
\end{equation*}
$$

This can be expressed in terms of the components of the Bogoliubov transformation matrix $V(\mathbf{k})$,

$$
\begin{align*}
\mathcal{S}^{\alpha, \beta}(\mathbf{q})= & \frac{1}{3 N} \sum_{\mathbf{k}} \operatorname{Tr}\left(V_{12}^{\dagger}(\mathbf{k}) \Sigma^{\alpha} V_{11}(\mathbf{k}-\mathbf{q})\right. \\
& \times\left[V_{21}^{\dagger}(\mathbf{k}-\mathbf{q})\left(\Sigma^{\beta}\right)^{\top} V_{22}(\mathbf{k})\right. \\
& \left.\left.+V_{11}^{\dagger}(\mathbf{k}-\mathbf{q}) \Sigma^{\beta} V_{12}(\mathbf{k})\right]\right) \tag{48}
\end{align*}
$$

where

$$
V(\mathbf{k})=\left(\begin{array}{ll}
V_{11}(\mathbf{k}) & V_{12}(\mathbf{k})  \tag{49}\\
V_{21}(\mathbf{k}) & V_{22}(\mathbf{k})
\end{array}\right), \quad \Sigma^{\gamma}=\mathbb{1}_{N_{\mathrm{SL}}} \otimes \sigma^{\gamma}
$$

Since all our spin-liquid states turned out to be $\mathrm{SU}(2)$ symmetric, the only independent nonzero component of $\mathcal{S}^{\alpha, \beta}(\mathbf{q})$ is $\mathcal{S}^{z, z}(\mathbf{q})$. We plot $\mathcal{S}^{z, z}$ along the $[h, h, l]$ plane in Fig. 2.

The spin-spin correlation in the local spin basis $\widetilde{\mathcal{S}}^{\alpha, \beta}(\mathbf{q})$ can be calculated by using Eq. (48) and replacing $\Sigma^{\gamma} \rightarrow$ $U \Sigma^{\gamma} U^{\dagger}$ with

$$
U=\mathbb{1}_{\frac{N_{\mathrm{SL}}}{4}} \otimes\left(\begin{array}{llll}
U_{0} & & &  \tag{50}\\
& U_{1} & & \\
& & U_{2} & \\
& & & U_{3}
\end{array}\right)
$$

$U_{\mu}$ are the $\mathrm{SU}(2)$ matrices that rotate from the global to the local basis (see Appendix C).

Neutron scattering experiments do not directly measure components of $\widetilde{\mathcal{S}}^{\alpha, \beta}(\mathbf{q})$ but instead measure the neutron scattering amplitude [12]:

$$
\begin{equation*}
\mathcal{S}_{\mathrm{TOT}}(\mathbf{q})=\left(\delta_{\alpha, \beta}-\frac{\mathbf{q}^{\alpha} \mathbf{q}^{\beta}}{|\mathbf{q}|^{2}}\right) \tilde{\mathcal{S}}^{\alpha, \beta}(\mathbf{q}) \tag{51}
\end{equation*}
$$



FIG. 2. The normalized spin-spin correlation in local spin basis $\mathcal{S}^{z, z}(\mathbf{q})$ plotted along the $[h, h, l]$ plane. The spin-liquid states are labeled by the fluxes of the $\hat{A}$ operators on the hexagonal, bow tie, and rhombus loops: $\left(\phi_{\circ}, \phi_{\triangleright \triangleleft}, \phi_{\diamond}\right)=\left(p_{1}, p_{1}+n_{1}, 1+\frac{2 k}{3}\right) \pi$. The dashed and solid white lines in (a) indicate the momentum cuts presented in Fig. 3.

Following Fennell et al. [33], we calculate the neutron scattering amplitude along the $[h, h, l]$ plane and split the total scattering amplitude $\mathcal{S}_{\mathrm{TOT}}(\mathbf{q})$ into a spin-flip (SF) channel,

$$
\begin{equation*}
\mathcal{S}_{\mathrm{SF}}(\mathbf{q})=\frac{(\mathbf{P} \times \mathbf{q})^{\alpha}(\mathbf{P} \times \mathbf{q})^{\beta}}{|\mathbf{q}|^{2}} \tilde{\mathcal{S}}^{\alpha, \beta}(\mathbf{q}) \tag{52}
\end{equation*}
$$

and a no-spin-flip (NSF) channel,

$$
\begin{equation*}
\mathcal{S}_{\mathrm{NSF}}(\mathbf{q})=\mathbf{P}^{\alpha} \mathbf{P}^{\beta} \tilde{\mathcal{S}}^{\alpha, \beta}(\mathbf{q}) \tag{53}
\end{equation*}
$$



FIG. 3. Cut through the pinch points of the spin-spin correlation $\mathcal{S}^{z, z}(\mathbf{q})$ in the local spin basis at (i) $\mathbf{q}=(0,0,4 \pi)$ as indicated by the solid line in Fig. 2(a) and (ii) $\mathbf{q}=(-2 \pi,-2 \pi,+2 \pi)$ as indicated by the dashed line in Fig. 2(a). For better comparability, the plots are normalized such that the pinch points have a magnitude of 1 .
where $\mathbf{P}=\frac{1}{\sqrt{2}}(1,-1,0)$ is the polarization vector of the neutrons. In the $[h, h, l]$ plane, they fulfill $\mathcal{S}_{\mathrm{TOT}}(\mathbf{q})=\mathcal{S}_{\mathrm{SF}}(\mathbf{q})+$ $\mathcal{S}_{\mathrm{NSF}}(\mathbf{q})$. Experimentally splitting up measurements into the polarization channels is advantageous since the pinch points that are characteristic for the spin ice phase are only visible in the SF channel. When measuring $\mathcal{S}_{\mathrm{TOT}}(\mathbf{q})$, the contributions from the NSF channel smear out the features [33].

## A. Correlation results

The spin-spin correlations in the local spin basis can be seen in Fig. 2. Their main features are the broadened pinch points at $\mathbf{q}=(0,0, \pm 4 \pi), \mathbf{q}=( \pm 2 \pi, \pm 2 \pi, \pm 2 \pi)$, and symmetry-related points. In the case of the classical Heisenberg model, these pinch points have been argued to be caused by the ice-rule: The sum of all spins on every tetrahedron has to vanish [34-36]. The quantum fluctuations break this ice rule, which results in smeared-out pinch points [19,20,37-41]. For the Heisenberg model on the pyrochlore lattice, two types of pinch points have previously been reported. The spin-spin correlation either has a maximum $[18,38]$ or a saddle point at the pinch points [19,41]. Plots of the spin correlations in the vicinity of the pinch points for the six spin-liquid states considered here can be found in Fig. 3. For the $(0, \pi, \pi)$,


FIG. 4. The normalized total neutron scattering amplitude $\mathcal{S}_{\text {TOT }}(\mathbf{q})$ plotted along the $[h, h, l]$ plane. The spin-liquid states are labeled by the fluxes of the $\hat{A}$ operators on the hexagonal, bow tie, and rhombus loops: $\left(\phi_{\circ}, \phi_{\triangleright \triangleleft}, \phi_{\diamond}\right)=\left(p_{1}, p_{1}+n_{1}, 1+\frac{2 k}{3}\right) \pi$.
$(\pi, 0, \pi),\left(\pi, 0, \pm \frac{\pi}{3}\right)$, and $\left(0, \pi, \pm \frac{\pi}{3}\right)$ state, the $\mathcal{S}^{z, z}$ correlator has a saddle point, while for the $(0,0, \pi)$ and $(\pi, \pi, \pi)$ state, the $\mathcal{S}^{z, z}$ correlator has a maximum at the pinch points.

For $\mathcal{S}^{z, z}$ the state $(\pi, 0, \pi)$ shows good qualitative agreement with previous theoretical work using pseudo fermion functional renormalization group (PFFRG) studies [20,41,42] and exact diagonalization of small clusters [19] of the Heisenberg and XXZ model. The state $(0,0, \pi)$ shows good qualitative agreement with a PFFRG result on the $J_{1}-J_{2}$ model for antiferromagnetic $J_{2}$ [20].

The results for $\mathcal{S}_{\text {TOT }}$ as well as the SF and NSF channel can be seen in Figs. 4, 5, and 6, respectively. Our results can be compared to the PFFRG results of Ritter [42] and the classical Monte Carlo result of Taillefumier et al. [12]. We should emphasize that Ritter's results are for a coupling angle of $\theta=20^{\circ}$. The resulting PFFRG ground state only



FIG. 5. The normalized spin-flip channel of the neutron scattering amplitude $\mathcal{S}_{\mathrm{SF}}(\mathbf{q})$ plotted along the $[h, h, l]$ plane. The spin-liquid states are labeled by the fluxes of the $\hat{A}$ operators on the hexagonal, bow tie, and rhombus loops: $\left(\phi_{\circ}, \phi_{\triangleright \triangleleft}, \phi_{\diamond}\right)=\left(p_{1}, p_{1}+n_{1}, 1+\right.$ $\left.\frac{2 k}{3}\right) \pi$.
slightly breaks $\mathrm{SU}(2)$ symmetry, and the neutron scattering amplitudes show the same features as the mean-field results presented here. This observation matches with the stability of the $\mathrm{SU}(2)$ symmetric mean-field states beyond the Heisenberg point which we have found in our analysis.

Since most numerical methods rule out time-reversal symmetry-breaking states by construction, we are not aware of numerical data to compare our results for the chiral $\left(\pi, 0, \pm \frac{\pi}{3}\right),\left(0, \pi, \pm \frac{\pi}{3}\right)$ states.

## VII. CONCLUSIONS

Using a PSG approach, we classified all fully symmetric and chiral $\mathbb{Z}_{2}$ Schwinger boson mean-field Ansätze on the pyrochlore lattice. We went beyond the formalism of Messio



FIG. 6. The normalized no-spin-flip channel of the neutron scattering amplitude $\mathcal{S}_{\mathrm{NSF}}(\mathbf{q})$ plotted along the $[h, h, l]$ plane. The spin-liquid states are labeled by the fluxes of the $\hat{A}$ operators on the hexagonal, bow tie, and rhombus loops: $\left(\phi_{\circ}, \phi_{\triangleright \triangleleft}, \phi_{\diamond}\right)=\left(p_{1}, p_{1}+\right.$ $\left.n_{1}, 1+\frac{2 k}{3}\right) \pi$.
et al. [24] by including triplet fields into our chiral PSG analysis. Furthermore, we computed the ground-state energy for 16 chiral and four fully symmetric Ansätze within a mean-field approximation for the XXZ model near the Heisenberg point. Remarkably, all of the Ansätze where bosonic spinons do not condense reduce to six $\mathrm{SU}(2)$ symmetric spin-liquid states, regardless of the coupling angle $\theta$. The four states $(0,0, \pi)$, $(\pi, \pi, \pi),(0, \pi, \pi)$, and $(\pi, 0, \pi)$ can be described by the fully symmetric Ansätze previously characterized by Liu et al. [25]. Depending on the decoupling, we identified two lowestenergy states near the Heisenberg point: the fully symmetric spin-liquid state $(\pi, 0, \pi)$ and the chiral spin-liquid state ( $\pi, 0, \pm \frac{\pi}{3}$ ). The former has previously been described by Liu et al. [25] while the latter is new. Its characteristic feature is a $\pm \frac{\pi}{3}$ flux that is enclosed by the $\hat{A}_{i j}$ operators on rhombus
loops of length four and differs from previously studied chiral states featuring a flux of $\pi / 2$ through triangular loops [22,23]. It breaks time-reversal symmetry $\mathcal{T}$, mirror symmetry $\Sigma$, and a screw symmetry $S$, while it is symmetric under $\mathcal{T} \Sigma$ and $\mathcal{T} S$.

It is important to note, however, that our analysis of the XXZ Heisenberg model is based on decoupling of the Hamiltonian, which is expected to work well only in the vicinity of the $S U(2)$ symmetric Heisenberg point. Since the form of the decoupling is ambiguous, different decouplings will favor non-SU(2)-symmetric spin liquids that might result in different ground states in the vicinity of the classical Ising limit $\theta=0$, as well as in the easy-plane limit $\theta=\pi / 2$, for example. Indeed, within a preliminary analysis of the fully symmetric Ansätze, we find a $\mathrm{U}(1)$ symmetric ground state close to the classical limit and a $U(1)$ symmetry-breaking Ansatz as ground state close to the easy-plane limit, in accordance with the results of Benton et al. [11].

Moreover, we computed spin-spin correlations as well as neutron scattering amplitudes and compared them to previously published work. Our new chiral states $\left(\pi, 0, \pm \frac{\pi}{3}\right)$, $\left(0, \pi, \pm \frac{\pi}{3}\right)$ may be further explored by calculating the dynamical structure factor, where time-reversal symmetry breaking can be explicitly seen. It might also be worthwhile to further study the Ansätze $(-1,1)-0-(0,0)-(1),(-1,1)-0-(0,1)-(1)$, where the spinons condense and give rise to magnetic order.

While Ansätze $\left(-1, \epsilon_{I}\right)-n_{1}-\left(0, p_{1}\right)-(0)$ have similar flux structures to the chiral states considered by Burnell et al. [22] and Kim et al. [23], the saddle points for these states that we found in our mean-field analysis give rise to fully symmetric spin liquids. Here, further neighbor interactions might stabilize the chirality. Finally, in the present study we have not solved the mean-field equation for the Ansätze $(1,-1)-n_{1}-(0,0)-(0)$, which allow a continuous flux $2 \phi_{A_{1}}$ that is enclosed by the $\hat{A}_{i j}$ operators on bow-tie loops. It remains to be seen if their mean-field saddle points describe nonchiral, fully symmetric states, or if $\phi_{A_{1}}$ acquires a nontrivial value, giving rise to a different chiral spin liquid.
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## APPENDIX A: LOCAL SPIN BASIS VECTORS

The local spin basis vectors first introduced in Eq. (2) are [43]

$$
\begin{align*}
& \mathbf{s}_{\mu}^{z}=\frac{1}{\sqrt{3}}(1,1,1)-\frac{4}{\sqrt{3}} \mathbf{a}_{\mu}, \quad \mathbf{s}_{\mu}^{y}=\mathbf{s}_{\mu}^{z} \times \mathbf{s}_{\mu}^{x}, \\
& \mathbf{s}_{0}^{x}=\frac{1}{\sqrt{6}}(-2,1,1), \quad \mathbf{s}_{1}^{x}=\frac{1}{\sqrt{6}}(-2,-1,-1), \\
& \mathbf{s}_{2}^{x}=\frac{1}{\sqrt{6}}(2,1,-1), \quad \mathbf{s}_{3}^{x}=\frac{1}{\sqrt{6}}(2,-1,1) . \tag{A1}
\end{align*}
$$

## APPENDIX B: TRANSFORMATION OF SUBLATTICE COORDINATES AND LOCAL SPIN BASIS

The space-group generators transform the different coordinates as follows:

$$
\begin{align*}
T_{i} \mathbf{r}_{\mu}= & \left(r_{1}+\delta_{i, 1}, r_{2}+\delta_{i, 2}, r_{3}+\delta_{i, 3}\right)_{\mu}  \tag{B1a}\\
\bar{C}_{6} \mathbf{r}_{\mu}= & -\left(r_{3}+\delta_{\mu, 3}, r_{1}+\delta_{\mu, 1}, r_{2}+\delta_{\mu, 2}\right)_{\pi_{123}(\mu)}  \tag{B1b}\\
S \mathbf{r}_{\mu}= & \left(-r_{1}-\delta_{\mu, 1},-r_{2}-\delta_{\mu, 2}\right. \\
& \left.r_{1}+r_{2}+r_{3}+1-\delta_{\mu, 0}\right)_{\pi_{03}(\mu)}  \tag{B1c}\\
I \mathbf{r}_{\mu}= & \left(-r_{1}-\delta_{\mu, 1},-r_{2}-\delta_{\mu, 2},-r_{3}-\delta_{\mu, 3}\right)_{\mu}  \tag{B1d}\\
\Sigma \mathbf{r}_{\mu}= & \left(r_{1}, r_{2},-r_{1}-r_{2}-r_{3}\right)_{\pi_{03}(\mu)}  \tag{B1e}\\
C_{3} \mathbf{r}_{\mu}= & \left(r_{3}, r_{1}, r_{2}\right)_{\pi_{123}(\mu)}  \tag{B1f}\\
C_{3}^{\prime} \mathbf{r}_{\mu}= & \left(1-r_{1}-r_{2}-r_{3}, r_{1}, r_{3}\right)_{\pi_{012}(\mu)}  \tag{B1~g}\\
\mathcal{T} \mathbf{r}_{\mu}= & \mathbf{r}_{\mu} \tag{B1h}
\end{align*}
$$

where $\pi_{123}(\mu)$ and $\pi_{03}(\mu)$ cyclically permute sites $1,2,3$ and 0,3 , respectively. The local spins transform like

$$
\begin{align*}
T_{i} \mathbf{S}_{\mu} & =\left(S^{x}, S^{y}, S^{z}\right)_{\mu}  \tag{B2a}\\
\bar{C}_{6} \mathbf{S}_{\mu} & =\left(-\frac{S^{x}}{2}-\frac{\sqrt{3} S^{y}}{2}, \frac{\sqrt{3} S^{x}}{2}-\frac{S^{y}}{2}, S^{z}\right)_{\pi_{123}(\mu)}  \tag{B2b}\\
S \mathbf{S}_{\mu} & =-\left(-\frac{S^{x}}{2}+\frac{\sqrt{3} S^{y}}{2}, \frac{\sqrt{3} S^{x}}{2}+\frac{S^{y}}{2}, S^{z}\right)_{\pi_{03}(\mu)}  \tag{B2c}\\
I \mathbf{S}_{\mu} & =\mathbf{S}_{\mu}  \tag{B2d}\\
\mathcal{T} \mathbf{S}_{\mu} & =\left(-S^{x},-S^{y},-S^{z}\right)_{\mu} \tag{B2e}
\end{align*}
$$

The symmetry-group generators fulfill the following algebraic group relations:

$$
\begin{align*}
T_{i} T_{i+1} T_{i}^{-1} T_{i+1}^{-1} & =1,  \tag{B3a}\\
\bar{C}_{6}^{6} & =1,  \tag{B3b}\\
S^{2} T_{3}^{-1} & =1,  \tag{B3c}\\
\bar{C}_{6} T_{i} \bar{C}_{6}^{-1} T_{i+1} & =1,  \tag{B3d}\\
S T_{i} S^{-1} T_{3}^{-1} T_{i} & =1, \quad i \in\{1,2\},  \tag{B3e}\\
S T_{3} S^{-1} T_{3}^{-1} & =1,  \tag{B3f}\\
\left(\bar{C}_{6} S\right)^{4} & =1,  \tag{B3g}\\
\left(\bar{C}_{6}^{3} S\right)^{2} & =1,  \tag{B3h}\\
\mathcal{T}^{2} & =-1,  \tag{B3i}\\
\mathcal{T} O \mathcal{T}^{-1} O^{-1} & =1, \tag{B3j}
\end{align*}
$$

where $i=1,2,3$ and $i+3=i . O$ is a placeholder for an arbitrary space-group generator: $O \in\left\{T_{1}, T_{2}, T_{3}, \bar{C}_{6}, S\right\}$.

## APPENDIX C: SU(2) MATRICES

The $\mathrm{SU}(2)$ matrices $U_{O}$ associated with the symmetry operations that appear in Eq. (20) are

$$
\begin{equation*}
U_{T_{i}}=\sigma_{0} \tag{C1}
\end{equation*}
$$

$$
\begin{gather*}
U_{\bar{C}_{6}}=U_{C_{3}}=e^{-\frac{i}{2} \frac{2 \pi}{3}(0,0,1) \sigma}  \tag{C2}\\
U_{S, \mu}=(-1)^{1-\delta_{\mu, 1}} e^{-\frac{i}{2} \frac{2 \pi}{2}\left(\frac{-\sqrt{3}}{2}, \frac{1}{2}, 0\right) \sigma} \tag{C3}
\end{gather*}
$$

The matrix for the screw operation depends on which sublattice it acts upon. Spins on sublattice 1 are rotated the other way around than spins on sublattice 2 . Spins on sublattices 0 and 3 are rotated and then projected onto the local spin basis of the other sublattice. This results in an effective $\pi$ rotation about the $\left(\frac{-\sqrt{3}}{2}, \frac{1}{2}, 0\right)$ axis. The sign of the effective rotation can be chosen freely, and different signs correspond to different gauges. Here we chose the signs of rotation to be equal on sublattice $0,2,3$.

The $\mathrm{SU}(2)$ matrices $U_{\mu}$ that transform from global to local basis on sublattice $\mu$ [see Eq. (22)] are given by

$$
\begin{align*}
& U_{0}=\left(\begin{array}{ll}
\frac{1}{\sqrt{3-\sqrt{3}}} e^{i \frac{1}{2} e^{i \frac{2}{48}}} & \frac{1}{\sqrt{3+\sqrt{3}}} e^{i \frac{i \pi 5}{48}} \\
\frac{1}{\sqrt{3+\sqrt{3}}} e^{i \frac{\pi \pi 19}{48}} & \frac{1}{\sqrt{3-\sqrt{3}}} e^{-i \frac{2 \pi 11}{48}}
\end{array}\right),  \tag{C4a}\\
& U_{1}=\left(\begin{array}{ll}
\frac{1}{\sqrt{3+\sqrt{3}}} e^{-i \frac{2 \pi 7}{48}} & \frac{1}{\sqrt{3-\sqrt{3}}} e^{-i \frac{1}{48}} \\
\frac{1}{\sqrt{3-\sqrt{3}}} e^{-i \frac{2 \pi 23}{48}} & \frac{1}{\sqrt{3+\sqrt{3}}} e^{i \frac{2 \pi 7}{48}}
\end{array}\right),  \tag{C4b}\\
& U_{2}=\left(\begin{array}{ll}
\frac{1}{\sqrt{3+\sqrt{3}}} e^{i \frac{i \pi 75}{48}} & \frac{1}{\sqrt{3-\sqrt{3}}} e^{-i \frac{2 \pi 13}{48}} \\
\frac{1}{\sqrt{3-\sqrt{3}}} e^{-i \frac{2 \pi 11}{48}} & \frac{1}{\sqrt{3+\sqrt{3}}} e^{-i \frac{2 \pi 5}{48}}
\end{array}\right), \tag{C4c}
\end{align*}
$$

$$
U_{3}=\left(\begin{array}{ll}
\frac{1}{\sqrt{3-\sqrt{3}}} e^{-i \frac{2 \pi}{48}} & \frac{1}{\sqrt{3+\sqrt{3}}} e^{i \frac{2 \pi 17}{48}}  \tag{C4d}\\
\frac{1}{\sqrt{3+\sqrt{3}}} e^{i \frac{2 \pi 7}{48}} & \frac{1}{\sqrt{3-\sqrt{3}}} e^{i \frac{2 \pi}{48}}
\end{array}\right)
$$

## APPENDIX D: SOLUTION OF THE CHIRAL ALGEBRAIC PSG

The symmetry-enriched algebraic relations of $\chi_{e}$ are

$$
\begin{align*}
& \left(G_{T_{i}} T_{i}\right)\left(G_{T_{i+1}} T_{i+1}\right)\left(G_{T_{i}} T_{i}\right)^{-1}\left(G_{T_{i+1}} T_{i+1}\right)^{-1} \in \mathbb{Z}_{2}  \tag{D1a}\\
& \left(G_{C_{3}} C_{3}\right)^{3} \in \mathbb{Z}_{2}  \tag{D1b}\\
& \left(G_{C_{3}^{\prime}} C_{3}^{\prime}\right)^{3} \in \mathbb{Z}_{2}  \tag{D1c}\\
& \left(G_{C_{3}} C_{3}\right)\left(G_{C_{3}^{\prime}} C_{3}^{\prime}\right)\left(G_{C_{3}} C_{3}\right)\left(G_{C_{3}^{\prime}} C_{3}^{\prime}\right) \in \mathbb{Z}_{2}  \tag{D1d}\\
& \left(G_{C_{3}} C_{3}\right)\left(G_{T_{i}} T_{i}\right)\left(G_{C_{3}} C_{3}\right)^{-1}\left(G_{T_{i+1}} T_{i+1}\right)^{-1} \in \mathbb{Z}_{2}  \tag{D1e}\\
& \left(G_{C_{3}^{\prime}} C_{3}^{\prime}\right)\left(G_{T_{1}} T_{1}\right)\left(G_{C_{3}^{\prime}} C_{3}^{\prime}\right)^{-1}\left(G_{T_{2}} T_{2}\right)^{-1}\left(G_{T_{1}} T_{1}\right) \in \mathbb{Z}_{2} \\
& \left(G_{C_{3}^{\prime}} C_{3}^{\prime}\right)\left(G_{T_{2}} T_{2}\right)\left(G_{C_{3}^{\prime}} C_{3}^{\prime}\right)^{-1}\left(G_{T_{1}} T_{1}\right) \in \mathbb{Z}_{2}  \tag{D1g}\\
& \left(G_{C_{3}^{\prime}} C_{3}^{\prime}\right)\left(G_{T_{3}} T_{3}\right)\left(G_{C_{3}^{\prime}} C_{3}^{\prime}\right)^{-1}\left(G_{T_{3}} T_{3}\right)^{-1}\left(G_{T_{1}} T_{1}\right) \in \mathbb{Z}_{2}
\end{align*}
$$
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These can be rewritten into the following phase equations:

$$
\begin{align*}
\phi_{T_{i}}\left[\mathbf{r}_{\mu}\right]+\phi_{T_{i+1}}\left[T_{i}^{-1}\left(\mathbf{r}_{\mu}\right)\right]-\phi_{T_{i}}\left[T_{i+1}^{-1}\left(\mathbf{r}_{\mu}\right)\right]-\phi_{T_{i+1}}\left[\mathbf{r}_{\mu}\right] & =\pi n_{i},  \tag{D2a}\\
\phi_{C_{3}}\left[\mathbf{r}_{\mu}\right]+\phi_{C_{3}^{\prime}}\left[\left(C_{3}\right)^{-1}\left(\mathbf{r}_{\mu}\right)\right]+\phi_{C_{3}}\left[\left(C_{3} C_{3}^{\prime}\right)^{-1}\left(\mathbf{r}_{\mu}\right)\right]+\phi_{C_{3}^{\prime}}\left[C_{3}^{\prime}\left(\mathbf{r}_{\mu}\right)\right] & =\pi n_{C_{3}, C_{3}^{\prime}},  \tag{D2b}\\
\phi_{C_{3}}\left[\mathbf{r}_{\mu}\right]+\phi_{C_{3}}\left[C_{3}^{-1}\left(\mathbf{r}_{\mu}\right)\right]+\phi_{C_{3}}\left[C_{3}^{-2}\left(\mathbf{r}_{\mu}\right)\right] & =\pi n_{C_{3}},  \tag{D2c}\\
\phi_{C_{3}^{\prime}}\left[\mathbf{r}_{\mu}\right]+\phi_{C_{3}^{\prime}}\left[\left(C_{3}^{\prime}\right)^{-1}\left(\mathbf{r}_{\mu}\right)\right]+\phi_{C_{3}^{\prime}}\left[\left(C_{3}^{\prime}\right)^{-2}\left(\mathbf{r}_{\mu}\right)\right] & =\pi n_{C_{3}^{\prime}},  \tag{D2d}\\
\phi_{C_{3}}\left[\mathbf{r}_{\mu}\right]+\phi_{T_{i}}\left[C_{3}^{-1}\left(\mathbf{r}_{\mu}\right)\right]-\phi_{C_{3}}\left[T_{i+1}^{-1}\left(\mathbf{r}_{\mu}\right)\right]-\phi_{T_{i+1}}\left[\mathbf{r}_{\mu}\right] & =\pi n_{C_{3} T_{i}},  \tag{D2e}\\
\phi_{C_{3}^{\prime}}\left[\mathbf{r}_{\mu}\right]+\phi_{T_{1}}\left[\left(C_{3}^{\prime}\right)^{-1}\left(\mathbf{r}_{\mu}\right)\right]-\phi_{C_{3}^{\prime}}\left[T_{1}^{-1} T_{2}\left(\mathbf{r}_{\mu}\right)\right]-\phi_{T_{2}}\left[T_{1}^{-1}\left(\mathbf{r}_{\mu}\right)\right]+\phi_{T_{1}}\left[T_{1}\left(\mathbf{r}_{\mu}\right)\right] & =\pi n_{C_{3}^{\prime} T_{1}},  \tag{D2f}\\
\phi_{C_{3}^{\prime}}\left[\mathbf{r}_{\mu}\right]+\phi_{T_{2}}\left[\left(C_{3}^{\prime}\right)^{-1}\left(\mathbf{r}_{\mu}\right)\right]-\phi_{C_{3}^{\prime}}\left[T_{1}^{-1}\left(\mathbf{r}_{\mu}\right)\right]+\phi_{T_{1}}\left[T_{1}\left(\mathbf{r}_{\mu}\right)\right] & =\pi n_{C_{3}^{\prime} T_{2}},  \tag{D2g}\\
\phi_{C_{3}^{\prime}}\left[\mathbf{r}_{\mu}\right]+\phi_{T_{3}}\left[\left(C_{3}^{\prime}\right)^{-1}\left(\mathbf{r}_{\mu}\right)\right]-\phi_{C_{3}^{\prime}}\left[T_{1}^{-1} T_{3}\left(\mathbf{r}_{\mu}\right)\right]-\phi_{T_{3}}\left[T_{1}^{-1}\left(\mathbf{r}_{\mu}\right)\right]+\phi_{T_{1}}\left[T_{1}\left(\mathbf{r}_{\mu}\right)\right] & =\pi n_{C_{3}^{\prime} T_{3}}, \tag{D2h}
\end{align*}
$$

where $n_{X} \in\{0,1\}$.
Our goal is to find all phases $\phi_{O}\left[\mathbf{r}_{\mu}\right]$ as functions of $\mathbf{r}_{\mu}$ and $n_{X}$. However, a general gauge transformation $G$ [see Eq. (6)] changes the phases given by the PSG phase equations like [25]

$$
\begin{equation*}
\phi_{O}\left[\mathbf{r}_{\mu}\right] \rightarrow \phi_{G}\left[\mathbf{r}_{\mu}\right]+\phi_{O}\left[\mathbf{r}_{\mu}\right]-\phi_{G}\left[O^{-1}\left(\mathbf{r}_{\mu}\right)\right] \tag{D3}
\end{equation*}
$$

To ultimately get an unambiguous result, we have to fix the gauge in the process of solving the phase equations. Since we have four fcc sublattices, we have the freedom to choose 16 independent local gauges, 4 for every direction $r_{1}, r_{2}, r_{3}$ and a constant one for every sublattice $\mu=0,1,2,3$ :

$$
\begin{align*}
& G_{1}: \phi_{G_{1}}\left[\mathbf{r}_{\mu}\right]=n_{G 1, \mu} \pi r_{1}  \tag{D4a}\\
& G_{2}: \phi_{G_{1}}\left[\mathbf{r}_{\mu}\right]=n_{G 2, \mu} \pi r_{2}  \tag{D4b}\\
& G_{3}: \phi_{G_{1}}\left[\mathbf{r}_{\mu}\right]=n_{G 3, \mu} \pi r_{3} \tag{D4c}
\end{align*}
$$

$$
\begin{equation*}
G_{4}: \phi_{G_{1}}\left[\mathbf{r}_{\mu}\right]=\phi_{\mu} \tag{D4d}
\end{equation*}
$$

Due to IGG $=\mathbb{Z}_{2}$, we are also free to add a siteindependent $\mathbb{Z}_{2}$ phase to any of our five phases $\phi_{O}\left[\mathbf{r}_{\mu}\right]$ [27]. That makes 16 local gauge and 5 IGG choices in total. With the first 12 gauge choices [Eqs. (D4a)-(D4c)] we can fix the phases associated with the translation operators to $\phi_{T_{1}}\left[\left(r_{1}, r_{2}, r_{3}\right)_{\mu}\right]=\phi_{T_{2}}\left[\left(0, r_{2}, r_{3}\right)_{\mu}\right]=\phi_{T_{3}}\left[\left(0,0, r_{3}\right)_{\mu}\right]=0$. Note that this can only be satisfied for open boundary conditions (Ref. [27], Appendix A).

Using this choice, Eq. (D2a) is solved by

$$
\begin{align*}
& \phi_{T_{1}}\left[\mathbf{r}_{\mu}\right]=0  \tag{D5}\\
& \phi_{T_{2}}\left[\mathbf{r}_{\mu}\right]=n_{1} \pi r_{1}  \tag{D6}\\
& \phi_{T_{3}}\left[\mathbf{r}_{\mu}\right]=n_{3} \pi r_{1}+n_{2} \pi r_{2}
\end{align*}
$$

Writing out Eq. (D2e), we get

$$
\begin{align*}
& \phi_{C_{3}}\left[\mathbf{r}_{\mu}\right]-\phi_{C_{3}}\left[\left(r_{1}, r_{2}+1, r_{3}\right)_{\mu}\right]  \tag{D8a}\\
& \quad=\left(n_{C_{3} T_{1}}+n_{1} r_{1}\right) \pi, \\
& \phi_{C_{3}}\left[\mathbf{r}_{\mu}\right]-\phi_{C_{3}}\left[\left(r_{1}, r_{2}, r_{3}+1\right)_{\mu}\right] \\
& \quad=\left(n_{C_{3} T_{2}}+n_{3} r_{1}+n_{2} r_{2}+n_{1} r_{2}\right) \pi,  \tag{D8b}\\
& \phi_{C_{3}}\left[\mathbf{r}_{\mu}\right]-\phi_{C_{3}}\left[\left(r_{1}+1, r_{2}, r_{3}\right)_{\mu}\right] \\
& \quad=\left(n_{C_{3} T_{3}}+n_{3} r_{2}+n_{2} r_{3}\right) \pi . \tag{D8c}
\end{align*}
$$

This is solved by

$$
\begin{aligned}
\phi_{C_{3}}\left[\mathbf{r}_{\mu}\right]= & f_{1}\left(r_{1}, r_{3}\right)-r_{2}\left(n_{C_{3} T_{1}} \pi+n_{1} \pi r_{1}\right), \\
\phi_{C_{3}}\left[\mathbf{r}_{\mu}\right]= & f_{2}\left(r_{1}, r_{2}\right) \\
& -r_{3}\left(n_{C_{3} T_{2}} \pi+n_{3} \pi r_{1}-n_{2} \pi r_{2}-n_{1} \pi r_{2}\right), \\
\phi_{C_{3}}\left[\mathbf{r}_{\mu}\right]= & f_{3}\left(r_{2}, r_{3}\right)-r_{1}\left(n_{C_{3} T_{3}} \pi+n_{3} \pi r_{2}-n_{2} \pi r_{3}\right),
\end{aligned}
$$

where $f_{C_{3}}\left(r_{1}, r_{3}\right)$ is some function of $r_{1}$ and $r_{3}$. Since the function $f_{1}\left(r_{1}, r_{3}\right)$ in (D9a) cannot include any terms that feature $r_{2}$, it cannot include terms like $r_{1} r_{2} n_{3} \pi$ that have to appear in $\phi_{C_{3}}\left[\mathbf{r}_{\mu}\right]$ due to (D9c). To fulfill Eqs. (D9a)-(D9c) we have to infer a relationship between $n_{1}, n_{2}, n_{3}$. With $n_{1}=n_{2}=n_{3}$ we have the following solution:

$$
\begin{align*}
\phi_{C_{3}}\left[\mathbf{r}_{\mu}\right] & =\phi_{C_{3}}\left[\mathbf{0}_{\mu}\right]-n_{1} \pi\left(r_{1} r_{2}+r_{1} r_{3}\right) \\
& -\left(r_{1} n_{C_{3} T_{3}}+r_{2} n_{C_{3} T_{1}}+r_{3} n_{C_{3} T_{2}}\right) \pi . \tag{D10}
\end{align*}
$$

Plugging Eq. (D10) into (D2c) gives

$$
\begin{align*}
& \phi_{C_{3}}\left[\mathbf{r}_{\mu}\right]+\phi_{T_{1}}\left[\left(r_{2}, r_{3}, r_{1}\right)_{\pi_{321}(\mu)}\right]+\phi_{T_{1}}\left[\left(r_{3}, r_{1}, r_{2}\right)_{\pi_{123}(\mu)}\right] \\
& \quad=\phi_{C_{3}}\left[\mathbf{0}_{\mu}\right]+\phi_{C_{3}}\left[\mathbf{0}_{\pi_{123}(\mu)}\right]+\phi_{C_{3}}\left[\mathbf{0}_{\pi_{321}(\mu)}\right]+\sum_{i, j} r_{i} n_{C_{3} T_{j}} \pi \\
& \quad=n_{C_{3}} \pi, \tag{D11}
\end{align*}
$$

which constrains $\sum_{j} n_{C_{3} T_{j}}=0 . \pi_{123}(\mu)$ permutes $\mu$ in the cycle (123).

Writing out Eqs. (D2f)-(D2h), we get

$$
\begin{align*}
& \phi_{C_{3}^{\prime}}\left[\mathbf{r}_{\mu}\right]-\phi_{C_{3}^{\prime}}\left[\left(r_{1}-1, r_{2}+1, r_{3}\right)_{\mu}\right]  \tag{D12a}\\
& \quad=n_{C_{3}^{\prime} T_{1}} \pi+n_{1} \pi\left(r_{1}+1\right), \\
& \phi_{C_{3}^{\prime}}\left[\mathbf{r}_{\mu}\right]-\phi_{C_{3}^{\prime}}\left[\left(r_{1}-1, r_{2}, r_{3}\right)_{\mu}\right]  \tag{D12b}\\
& \quad=n_{C_{3}^{\prime} T_{2}} \pi+n_{1} \pi r_{2}, \\
& \phi_{C_{3}^{\prime}}\left[\mathbf{r}_{\mu}\right]-\phi_{C_{3}^{\prime}}\left[\left(r_{1}-1, r_{2}, r_{3}+1\right)_{\mu}\right] \\
& \quad=n_{C_{3}^{\prime} T_{3}} \pi+n_{1} \pi\left(r_{2}+r_{3}\right) . \tag{D12c}
\end{align*}
$$

From Eq. (D12b) we can infer that

$$
\begin{equation*}
\phi_{C_{3}^{\prime}}\left[\mathbf{r}_{\mu}\right]=f_{C_{3}^{\prime}}\left(r_{2}, r_{3}\right)+n_{1} \pi r_{1} r_{2}+n_{C_{3}^{\prime} T_{2}} \pi r_{1} \tag{D13}
\end{equation*}
$$

where $f_{C_{3}^{\prime}}\left(r_{2}, r_{3}\right)$ is some function of $r_{2}$ and $r_{3}$. Using this and Eq. (D12c), we get

$$
\begin{align*}
\phi_{C_{3}^{\prime}}\left[\mathbf{r}_{\mu}\right]= & f_{C_{3}^{\prime}}\left(r_{2}\right)+n_{1} \pi r_{1} r_{2}+n_{C_{3}^{\prime} T_{2}} \pi r_{1} \\
& +r_{3} \pi\left(\frac{r_{3}-1}{2} n_{1}+n_{C_{3}^{\prime} T_{2}}+n_{C_{3}^{\prime} T_{3}}\right) . \tag{D14}
\end{align*}
$$

Plugging this into Eq. (D12a) finally gives

$$
\begin{align*}
\phi_{C_{3}^{\prime}}\left[\mathbf{r}_{\mu}\right] & =\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{\mu}\right]+r_{1} \pi n_{C_{3}^{\prime} T_{2}}+n_{1} \pi r_{1} r_{2} \\
& +r_{3} \pi\left(\frac{r_{3}-1}{2} n_{1}+n_{C_{3}^{\prime} T_{2}}+n_{C_{3}^{\prime} T_{3}}\right) \\
& +r_{2} \pi\left(\frac{r_{2}-1}{2} n_{1}+n_{C_{3}^{\prime} T_{2}}+n_{C_{3}^{\prime} T_{1}}\right) . \tag{D15}
\end{align*}
$$

Inserting Eq. (D15) into Eq. (D2d) gives

$$
\begin{aligned}
\phi_{C_{3}^{\prime}} & {\left[\mathbf{0}_{\mu}\right]+\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{\pi_{021}(\mu)}\right]+\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{\pi_{120}(\mu)}\right] } \\
& +r_{3} \pi\left(n_{C_{3}^{\prime} T_{1}}+n_{C_{3}^{\prime} T_{2}}+n_{C_{3}^{\prime} T_{3}}\right) \\
= & \left(n_{C_{3}^{\prime}}+n_{C_{3}^{\prime} T_{1}}+n_{1}\right) \pi,
\end{aligned}
$$

which gives two constraints,

$$
\begin{gather*}
n_{C_{3}^{\prime} T_{1}}+n_{C_{3}^{\prime} T_{2}}+n_{C_{3}^{\prime} T_{3}}=0,  \tag{D16}\\
\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{\mu}\right]+\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{\pi_{021}(\mu)}\right]+\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{\pi_{120}(\mu)}\right] \\
=\left(n_{C_{3}^{\prime} T_{1}}+n_{1}+n_{C_{3}^{\prime}}\right) \pi \tag{D17}
\end{gather*}
$$

The last phase Eq. (D2b) is then

$$
\begin{align*}
& \phi_{C_{3}}\left[\mathbf{0}_{\mu}\right]+\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{\pi_{132}(\mu)}\right]+\phi_{C_{3}}\left[\mathbf{0}_{\pi_{(20)(13)}(\mu)}\right]+\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{\pi_{120}(\mu)}\right] \\
& \quad=\left(n_{C_{3} C_{3}^{\prime}}+n_{C_{3}^{\prime} T_{2}}+n_{C_{3} T_{1}}\right) \pi . \tag{D18}
\end{align*}
$$

$\pi_{(20)(13)}(\mu)$ permutes $\mu$ in the cycles (20) and (13). Since Eqs. (D1b), (D1c), (D1e), and (D1f) have operators that appear an odd number of times, we can use our 5 IGG choices of $T_{1}, T_{2}, T_{3}, C_{3}, C_{3}^{\prime}$ to set $n_{C_{3}^{\prime} T_{1}}=n_{C_{3} T_{2}}=n_{C_{3} T_{3}}=n_{C_{3}}=0$ and $n_{C_{3}^{\prime}}=n_{1}$. Using $\sum_{j} n_{C_{3} T_{j}}=0$ also implies $n_{C_{3} T_{1}}=0$.

As a last step, we find $\phi_{C_{3}}\left[\mathbf{0}_{\mu}\right]$ and $\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{\mu}\right]$. We have the four constant sublattice gauge choices left [Eq. (D4d)]. By fixing the IGG choices, Eqs. (D11) and (D17) are reduced to

$$
\begin{align*}
3 \phi_{C_{3}}\left[\mathbf{0}_{0}\right]=0, & (\mathrm{D} 19 \mathrm{a}) \\
\phi_{C_{3}}\left[\mathbf{0}_{1}\right]+\phi_{C_{3}}\left[\mathbf{0}_{2}\right]+\phi_{C_{3}}\left[\mathbf{0}_{3}\right]=0, & (\mathrm{D} 19 \mathrm{~b})  \tag{D19b}\\
3{\phi_{C_{3}^{\prime}}}\left[\mathbf{0}_{3}\right]=0, & (\mathrm{D} 19 \mathrm{c})  \tag{D19c}\\
\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{1}\right]+\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{2}\right]+\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{0}\right]=0, & (\mathrm{D} 19 \mathrm{~d}) \tag{D19d}
\end{align*}
$$

The form of Eqs. (D19) is invariant under gauge transformations. That is why we can fix the constant gauge on sublattices $0,1,2,3$ to set $\phi_{C_{3}}\left[\mathbf{0}_{2}\right]=\phi_{C_{3}}\left[\mathbf{0}_{3}\right]=0$ as well as $\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{1}\right]=0$. Equations (D19) and (D17) then also imply $\phi_{C_{3}}\left[\mathbf{0}_{1}\right]=0$ and $\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{2}\right]=-\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{0}\right]$. Equation (D18) then reduces to

$$
\begin{align*}
& \phi_{C_{3}}\left[\mathbf{0}_{0}\right]-\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{2}\right]=\left(n_{C_{3}^{\prime} T_{2}}+n_{C_{3} C_{3}^{\prime}}\right) \pi,  \tag{D20}\\
& \phi_{C_{3}^{\prime}}\left[\mathbf{0}_{2}\right]+\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{3}\right]=\left(n_{C_{3}^{\prime} T_{2}}+n_{C_{3} C_{3}^{\prime}}\right) \pi . \tag{D21}
\end{align*}
$$

Therefore, $\phi_{C_{3}}\left[\mathbf{0}_{0}\right]=-\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{3}\right]=\frac{2 \pi \xi}{3}$, where $\xi \in\{-1,0,1\}$ and $\phi_{C_{3}^{\prime}}\left[\mathbf{0}_{2}\right]=\phi_{C_{3}}\left[\mathbf{0}_{0}\right]+\left(n_{C_{3}^{\prime} T_{2}}+n_{C_{3} C_{3}^{\prime}}\right) \pi$.

The final solution is then

$$
\begin{align*}
\phi_{T_{1}}\left[\mathbf{r}_{\mu}\right] & =0  \tag{D22a}\\
\phi_{T_{2}}\left[\mathbf{r}_{\mu}\right] & =n_{1} \pi r_{1}  \tag{D22b}\\
\phi_{T_{3}}\left[\mathbf{r}_{\mu}\right] & =n_{1} \pi\left(r_{1}+r_{2}\right) \tag{D22c}
\end{align*}
$$

$$
\begin{align*}
\phi_{C_{3}}\left[\mathbf{r}_{\mu}\right]= & \frac{2 \pi \xi}{3} \delta_{\mu, 0}+n_{1} \pi\left(r_{1} r_{2}+r_{1} r_{3}\right),  \tag{D22d}\\
\phi_{C_{3}^{\prime}}\left[\mathbf{r}_{\mu}\right]= & -\frac{2 \pi \xi}{3} \delta_{\mu, 3}+r_{2} \pi\left(\frac{r_{2}-1}{2} n_{1}+n_{C_{3}^{\prime} T_{2}}\right) \\
& +r_{1} \pi n_{C_{3}^{\prime} T_{2}}+r_{3} \pi \frac{r_{3}-1}{2} n_{1}+n_{1} \pi r_{1} r_{2} \\
& +\left(\frac{2 \pi \xi}{3}+n_{C_{3} C_{3}^{\prime}}+n_{C_{3}^{\prime} T_{2}}\right)\left(-\delta_{\mu, 0}+\delta_{\mu 2}\right) \pi, \tag{D22e}
\end{align*}
$$

where $\xi \in\{-1,0,1\}$ and $n_{1}, n_{C_{3} C_{3}^{\prime}}, n_{C_{3}^{\prime} T_{2}} \in\{0,1\}$.

## APPENDIX E: CLASSIFICATION OF CHIRAL ANSÄTZE

We use the short notation $\mathcal{B}_{0_{\mu} 0_{\mu}}=\mathcal{B}_{\mu \nu}$ for bonds on the main tetrahedron and $\mathcal{B}_{I\left(\mathbf{0}_{\mu}\right) I\left(\mathbf{0}_{\mu}\right)}=\mathcal{B}_{I \mu \nu}$ for bonds on the inverse tetrahedron.

As described by Messio et al. [24], we can classify all possible Ansätze by looking at the transformation of the minimal set of linearly independent fluxes under elements in $\chi_{o}$. All elements of $\chi_{o}$ can be written as compositions of $I, \Sigma$, and elements of $\chi_{e}$. The elements of $\chi_{e}$ leave the fluxes invariant, so we only have to consider the action of $I, \Sigma$ on the fluxes. It is equally valid to consider the actions of $\bar{C}_{6}$ and $S$ on the fluxes, but the calculations are a bit more involved. Since $\bar{C}_{6}=I C_{3}$ and $\Sigma=S \bar{C}_{6}{ }^{3}$, their parities are related like $\epsilon_{I}=\epsilon_{\bar{C}_{6}}$ and $\epsilon_{\Sigma}=\epsilon_{\bar{C}_{6}} \epsilon_{S}$.

Fluxes are independent if they cannot be mapped onto each other by symmetry operations in $\chi_{e}$ and cannot be created by adding other independent fluxes. The number of independent fluxes depends on the number of present mean-field parameters as well.

To find out how many independent fluxes there are, we start with how many independent loops of even and odd length there are in the pyrochlore lattice independent of possible bond variables.
(i) Trivial loop (loop size $=2$ ): There are two independent bonds, one on the main and one on the inverse tetrahedron. The trivial loop is going back and forth along a bond.
(ii) Triangle (loop size $=3$ ): There are eight triangles in the pyrochlore unit cell. There are two sets of three triangles that can be mapped onto each other by $C_{3}$ which leaves us with two triangle loops on the inverse and main tetrahedron. These can be mapped onto each other by $C_{3}^{\prime}$ rotation and translation. In total, we therefore have two independent triangle loops.
(iii) Rhombus (loop size $=4$ ): There are six rhombi in the pyrochlore unit cell, three on each tetrahedron. All rhombi on a tetrahedron can be mapped onto each other by $C_{3}$, which leaves us with two independent rhombi.
(iv) Bow tie (loop size $=6$ ): There are 12 bow ties and 24 "bent" bow ties in the unit cells $(0,0,0)$ and the three main tetrahedra of the cells $(0,0,-1),(0,-1,0),(-1,0,0)$ : 9 per two adjacent tetrahedra. By $C_{3}$ mapping we can reduce the number to 12: 3 in the tetrahedra of $(0,0,0)$ and 9 in the tetrahedra of, e.g., $(0,0,0)$ and $(-1,0,0)$. We can further reduce the number by realizing that if we add a rhombus to a bow tie, we get a bent bow tie. This reduces the number of loops


FIG. 7. Transformations of the triangle, rhombus and bow-tie loops under $I$ and $\Sigma$ symmetry. $T_{0}$ labels the tetrahedra of the $(0,0,0)$ unit cell, $T_{3}^{-1}$ labels the tetrahedra of the $(0,0,-1)$ unit cell.
to $\frac{12}{6}=2$. These can finally be mapped onto each other by $C_{3}^{\prime}$ rotation, which leaves one independent bow tie flux.
(v) Hexagon (loop size $=6$ ): Four unit cells always enclose a hexagon. There are four different hexagons that cannot be mapped onto each other by translations. By $C_{3}$ symmetry we can reduce this to two, and by $C_{3}^{\prime}$ symmetry to one independent hexagon.
(vi) Bigger loops (loop size $>6$ ): All loops with size larger than 6 can be created by adding loops of smaller size and therefore do not add to the linearly independent loops.

The trivial, triangle, and rhombus loops on the main tetrahedron can be mapped to the same loops on the inverse tetrahedron by $I$. From the algebraic relations we can see that $\Sigma I=S^{2} I \Sigma$. So $\Sigma$ and $I$ commute modulo $S^{-2} \in \chi_{e}$, which leaves fluxes invariant. Therefore, transformation of trivial, triangle, and rhombus fluxes on the main and inverse tetrahedra give the same constraints. We therefore only consider them on the inverse tetrahedron.

Transformation of hexagonal loops gives the same constraints as the bow ties. We therefore do not consider the hexagonal fluxes here explicitly. Figure 7 shows how all independent loops transform under $\Sigma$ and $I$. When we now specify fluxes by adding bond operators, we can transform these loop diagrams into equations. Fluxes can in principle consist of one, two, or many different types of bond operators. For example, $\arg \left(\mathcal{B}_{12} \mathcal{B}_{23} \mathcal{B}_{31}\right), \arg \left(\mathcal{A}_{12} \mathcal{B}_{23}^{h, z} \mathcal{A}_{31}^{*}\right), \arg \left(\mathcal{B}_{12} t_{23}^{h, x} t_{31}^{h, z}\right)$. We only have to consider fluxes with one or two fields. Fluxes with three or more fields can be constructed from these.

TABLE VI. The signs that fields pick up when being transformed under $\Sigma$. Note that singlet $(s)$ and $y^{\prime}$-triplet fields pick up the same signs.

| Bonds | $s$ | $x^{\prime}$ | $y^{\prime}$ | $z$ |
| :--- | :---: | :---: | :---: | :---: |
| $01 \rightarrow 31$ | - | + | - | + |
| $02 \rightarrow 32$ | + | - | + | - |
| $03 \rightarrow 30$ | + | - | + | - |
| $12 \rightarrow 12$ | - | + | - | + |
| $23 \rightarrow 20$ | + | - | + | - |
| $31 \rightarrow 01$ | - | + | - | + |

Before we can start turning the diagrams into equations, we have to define our bond fields. Since there are two independent bonds, we have two independent phases for each field.

We fix these as $\mathcal{B}_{01}=\mathcal{B} e^{-i \phi_{B_{1}}}, \mathcal{A}_{01}=\mathcal{A} e^{-i \phi_{A_{1}}}$ (on the main tetrahedron) and $\mathcal{B}_{I 01}=\mathcal{B} e^{-i \phi_{B_{2}}}, \mathcal{A}_{I 01}=\mathcal{A} e^{-i \phi_{A_{2}}}$ (on the inverse tetrahedron) and equivalently for $t_{i j}^{h, z}$ and $t_{i j}^{p, z}$.

Transformation of $x$ and $y$ triplet operators is not as trivial because symmetry operations change the direction. For example,

$$
C_{3}\left(C_{3}\left(\hat{t}_{01}^{x}\right)\right)=C_{3}\left(-\frac{1}{2} \hat{t}_{02}^{x}+\frac{\sqrt{3}}{2} \hat{t}_{02}^{y}\right)=-\frac{1}{2} \hat{t}_{0,3}^{x}-\frac{\sqrt{3}}{2} \hat{t}_{03}^{y}
$$

$$
\begin{equation*}
C_{3}\left(C_{3}\left(\hat{t}_{01}^{y}\right)\right)=C_{3}\left(-\frac{\sqrt{3}}{2} \hat{t}_{02}^{x}-\frac{1}{2} \hat{t}_{02}^{y}\right)=\frac{\sqrt{3}}{2} \hat{t}_{03}^{x}-\frac{1}{2} \hat{t}_{03}^{y} \tag{E1a}
\end{equation*}
$$

We define new operators with easier transformation properties:

$$
\begin{align*}
& \hat{t}_{03}^{h, x^{\prime}}:=C_{3}\left(\hat{t}_{0,2}^{h, x^{\prime}}\right):=C_{3}\left(C_{3}\left(\hat{t}_{0,1}^{h, x^{\prime}}\right)\right):=C_{3}\left(C_{3}\left(\hat{t}_{0,1}^{h, x}\right)\right)  \tag{E2a}\\
& t_{1,2}^{h, x^{\prime}}:=C_{3}\left(\hat{t}_{3,1}^{h, x^{\prime}}\right):=C_{3}\left(C_{3}\left(\hat{t}_{2,3}^{h, x^{\prime}}\right)\right):=C_{3}\left(C_{3}\left(\hat{t}_{2,3}^{h, x}\right)\right) \tag{E2b}
\end{align*}
$$

and equivalently for the bonds on the inverse tetrahedron, the pairing triplet operators, and the $y$-triplet fields. The operators $\hat{t}_{i j}^{h, x^{\prime}}$ and $\hat{t}_{i j}^{h, y^{\prime}}$ are linearly independent on every bond. We fix their expectation values as $t_{01}^{p, x^{\prime}}=t^{p, x} e^{-i \phi_{t_{1}^{p, x}}}, t_{I 01}^{p, x^{\prime}}=$ $t^{p, x} e^{-i \phi_{2}, x, x}, t_{01}^{p, y^{\prime}}=t^{p, y} e^{-i \phi_{t_{1}, y}, y}, t_{I 01}^{p, y^{\prime}}=t^{p, y} e^{-i \phi_{p_{2}, y}}$, and equivalently for the hopping triplet fields.

The operators transform as

$$
\begin{equation*}
\hat{B}_{j i}=\hat{B}_{i j}^{\dagger}, \quad \hat{t}_{j i}^{h, \gamma}=-\left(\hat{t}_{i j}^{h, \gamma}\right)^{\dagger}, \quad \hat{A}_{j i}=-\hat{A}_{i j}, \quad \hat{t}_{j i}^{p, \gamma}=\hat{t}_{i j}^{p, \gamma} \tag{E3}
\end{equation*}
$$

To keep calculations short, we use the superscript $\gamma \in$ $\left\{x^{\prime}, y^{\prime}, z\right\}$ to label the triplet operators. Also note that the triplet $x^{\prime}$ and $z$ operators pick up an extra $\pi$ phase when acted upon by $\Sigma$ compared to the singlet and triplet $y$ operators. This is not due to a gauge transformation added to the screw operation but solely due to the spin rotation (see Table VI).

In the following subsections, we consider all one- and two-operator fluxes and translate their transformation behavior into constraints for the phases $\phi_{O_{i}}$. The solutions to the equations can be found in Table III.

## 1. Fluxes with $\mathcal{B}_{i j}$ fields

Hopping operators can be written in gauge-invariant loops of odd size. For $\mathcal{B}_{i j}$ fields, the only independent loops we have to consider are the triangles [Fig. 7(a)],

$$
\begin{equation*}
\arg \left(\mathcal{B}_{I 01} \mathcal{B}_{I 12} \mathcal{B}_{I 20}\right) \tag{E4}
\end{equation*}
$$

If we use the transformation property $\mathcal{B}_{j i}=\mathcal{B}_{i j}^{*}$ [see Eq. (E3)] we can turn Fig. 7(a) into equations for the phases:

$$
\begin{align*}
\phi_{B_{2}}+\frac{4 \xi \pi}{3}+n_{1} \pi & =\epsilon_{I}\left(\phi_{B_{1}}+\frac{4 \xi \pi}{3}\right)  \tag{E5a}\\
\phi_{B_{2}}+\frac{4 \xi \pi}{3} & =3 \epsilon_{\Sigma} \phi_{B_{2}} \tag{E5b}
\end{align*}
$$

## 2. Fluxes with $\mathcal{A}_{i j}$ fields

Pairing operators can only be written in gauge-invariant loops of even length, where $\mathcal{A}$ and $\mathcal{A}^{*}$ alternate. Therefore, we have to consider the rhombus and bow-tie loops of Figs. 7(b) and 7(c),

$$
\begin{align*}
& \arg \left(\mathcal{A}_{I 01} \mathcal{A}_{I 12}^{*} \mathcal{A}_{I 23} \mathcal{A}_{I 30}^{*}\right)  \tag{E6a}\\
& \arg \left(\mathcal{A}_{I 01} \mathcal{A}_{I 12}^{*} \mathcal{A}_{I 20} \mathcal{A}_{01}^{*} \mathcal{A}_{12} \mathcal{A}_{20}^{*}\right) \tag{E6b}
\end{align*}
$$

The rhombus fluxes give constraints for the PSG parameter $\xi:$

$$
\begin{align*}
& \frac{4 \xi \pi}{3}=\epsilon_{I} \frac{4 \xi \pi}{3}  \tag{E7a}\\
& \frac{4 \xi \pi}{3}=\epsilon_{\Sigma} \frac{2 \xi \pi}{3} . \tag{E7b}
\end{align*}
$$

Therefore, $\xi \neq 0$ only if $\epsilon_{I}=-\epsilon_{\Sigma}=1$.
The bow-tie loops give constraints for the phases,

$$
\begin{align*}
\left(\phi_{A_{1}}-\phi_{A_{2}}\right) & =\epsilon_{I}\left(\phi_{A_{2}}-\phi_{A_{1}}\right)  \tag{E8a}\\
\left(\phi_{A_{1}}-\phi_{A_{2}}\right) & =\epsilon_{\Sigma}\left(\phi_{A_{1}}-\phi_{A_{2}}\right) \tag{E8b}
\end{align*}
$$

## 3. Fluxes with $t_{i j}^{h, \gamma}$ fields

As for the $\mathcal{B}_{i j}$ fields, we only have to consider triangle flux:

$$
\begin{equation*}
\arg \left(t_{I 01}^{h, \gamma} t_{I 12}^{h, \gamma} t_{I 20}^{h, \gamma}\right) \tag{E9}
\end{equation*}
$$

Using $t_{j i}^{h, \gamma}=-t_{i j}^{h, \gamma *}$, we get the phase equations

$$
\begin{align*}
\phi_{t_{2}^{h, \gamma}}+\frac{4 \xi \pi}{3}+n_{1} \pi & =\epsilon_{I}\left(\phi_{t_{1}^{h, \gamma}}+\frac{4 \xi \pi}{3}\right),  \tag{E10a}\\
\phi_{t_{2}^{h, \gamma}}+\frac{4 \xi \pi}{3} & =3 \epsilon_{\Sigma} \phi_{t_{2}^{h, \gamma}}+\delta_{\gamma, y^{\prime}} \pi . \tag{E10b}
\end{align*}
$$

The term $\delta_{\gamma, y^{\prime}} \pi$ comes from the spin rotation part of $\Sigma$.

## 4. Fluxes with $t_{i, j}^{p, \gamma}$ fields

Since $t^{p}$ are pairing fields, we have to consider the even rhombi and bow-tie loops,

$$
\begin{array}{r}
\arg \left(t_{I 01}^{p, \gamma} t_{I 12}^{p, \gamma *} t_{I 23}^{p, \gamma} t_{I 30}^{p, \gamma *}\right), \\
\arg \left(t_{I 01}^{p, \gamma} t_{I 12}^{p, \gamma *} t_{I 20}^{p, \gamma} t_{01}^{p, \gamma *} t_{12}^{p, \gamma} t_{20}^{p, \gamma *}\right) . \tag{E11b}
\end{array}
$$

The rhombus fluxes give the same constraints $[\xi \neq 0$ only if $\left.\left(\epsilon_{I}, \epsilon_{\Sigma}\right)=(1,-1)\right]$ as Eq. (E7). The bow-tie fluxes give

$$
\begin{align*}
& \left(\phi_{t_{1}^{p, \gamma}}-\phi_{t_{2}^{p, \gamma}}\right)=\epsilon_{I}\left(\phi_{t_{2}^{p, \gamma}}-\phi_{t_{1}^{p, \gamma}}\right)  \tag{E12a}\\
& \left(\phi_{t_{1}^{p, \gamma}}-\phi_{t_{2}^{p, \gamma}}\right)=\epsilon_{\Sigma}\left(\phi_{t_{1}^{p, \gamma}}-\phi_{t_{2}^{p, \gamma}}^{p}\right) \tag{E12b}
\end{align*}
$$

## 5. Fluxes with $\mathcal{A}_{i j}$ and $\mathcal{B}_{i j}$ fields

We only have to consider triangle loops with one $\mathcal{B}_{i j}$ field,

$$
\begin{equation*}
\arg \left(\mathcal{B}_{I 01} \mathcal{A}_{I 12}^{*} \mathcal{A}_{I 20}\right) \tag{E13}
\end{equation*}
$$

These give the constraints

$$
\begin{align*}
\phi_{B_{2}}+\left(1+n_{1}\right) \pi & =\epsilon_{I} \phi_{B_{1}}+\pi  \tag{E14a}\\
\phi_{B_{2}}+\pi & =\epsilon_{\Sigma}\left(\phi_{B_{2}}+\frac{2 \xi \pi}{3}\right) . \tag{E14b}
\end{align*}
$$

Using Eqs. (E5) and (E7), we can reduce this to

$$
\begin{align*}
\epsilon_{\Sigma} & =-1  \tag{E15a}\\
2 \phi_{B_{1}} & =\pi+\frac{4 \xi \pi}{3}  \tag{E15b}\\
\phi_{B_{2}} & =\epsilon_{I} \phi_{B_{1}}+\pi n_{1} \tag{E15c}
\end{align*}
$$

## 6. Fluxes with $\mathcal{A}_{i j}$ and $t_{i, j}^{h, \gamma}$ fields

We only have to consider the triangle loops with one $t_{i, j}^{h, \gamma}$ field,

$$
\begin{equation*}
\arg \left(t_{I 01}^{h, \gamma} \mathcal{A}_{I 12}^{*} \mathcal{A}_{I 20}\right) \tag{E16}
\end{equation*}
$$

They give constraints

$$
\begin{align*}
\phi_{t_{2}^{h, \gamma}}+\left(1+n_{1}\right) \pi & =\epsilon_{I} \phi_{t_{1}^{h, \gamma}}+\pi  \tag{E17a}\\
\phi_{t_{2}^{h, \gamma}} & =\epsilon_{\Sigma}\left(\phi_{t_{2}^{h, \gamma}}+\frac{2 \xi \pi}{3}\right)+\delta_{\gamma, y^{\prime}} \pi \tag{E17b}
\end{align*}
$$

Using Eq. (E10), we can rewrite this as

$$
\begin{align*}
\delta_{\gamma, y^{\prime}} & =0  \tag{E18a}\\
2 \phi_{t_{2}^{h, \gamma}} & =\frac{4 \xi \pi}{3}  \tag{E18b}\\
\phi_{t_{2}^{h, \gamma}} & =\epsilon_{I} \phi_{t_{1}^{h, \gamma}}+n_{1} \pi \tag{E18c}
\end{align*}
$$

Equation (E18a) says that there are no valid chiral Ansätze with both $\mathcal{A}_{i j}$ and $t_{i j}^{h, y^{\prime}}$ fields.

## 7. Fluxes with $\mathcal{A}_{i j}$ and $t_{i, j}^{p, \gamma}$ fields

As established in the main text, $\mathcal{A}_{i j}$ and $t_{i, j}^{p, \gamma}$ fields cannot appear simultaneously in an Ansatz. Therefore, we do not have to consider loops with both of these fields.

## 8. Fluxes with $\mathcal{B}_{i j}$ and $t_{i, j}^{p, \gamma}$ fields

Here we have to consider similar triangle loops as for $\mathcal{A}_{i j}$ and $\mathcal{B}_{i j}$ fields,

$$
\begin{equation*}
\arg \left(\mathcal{B}_{I 01} t_{I 22}^{h, p *} t_{I 20}^{h, p}\right) \tag{E19}
\end{equation*}
$$

These lead to the constraints

$$
\begin{align*}
\phi_{B_{2}}+n_{1} \pi & =\epsilon_{I} \phi_{B_{1}}  \tag{E20a}\\
\phi_{B_{2}} & =\epsilon_{\Sigma}\left(\phi_{B_{2}}+\frac{2 \xi \pi}{3}\right) \tag{E20b}
\end{align*}
$$

With Eq. (E5) these can be reduced to

$$
\begin{align*}
2 \phi_{B_{1}} & =\frac{4 \xi \pi}{3}  \tag{E21a}\\
\phi_{B_{1}} & =\epsilon_{I} \phi_{B_{2}}+n_{1} \pi \tag{E21b}
\end{align*}
$$

## 9. Fluxes with $\mathcal{B}_{i j}$ and $t_{i, j}^{h, \gamma}$ fields

For $\mathcal{B}_{i j}$ and $t_{i j}^{h, \gamma}$ fields, we only have to consider the trivial flux,

$$
\begin{equation*}
\arg \left(\mathcal{B}_{01} t_{10}^{h, \gamma}\right) \tag{E22}
\end{equation*}
$$

which gives the constraints

$$
\begin{gather*}
\left(\phi_{t_{2}^{h, \gamma}}-\phi_{B_{2}}\right)=\epsilon_{I}\left(\phi_{t_{1}^{h, \nu}}-\phi_{B_{1}}\right)  \tag{E23}\\
\left(1-\epsilon_{\Sigma}\right)\left(\phi_{t_{2}^{h, \gamma}}-\phi_{B_{2}}\right)=\pi\left(1-\delta_{\gamma, y^{\prime}}\right) . \tag{E24}
\end{gather*}
$$

## 10. Fluxes with $t^{p, \gamma}$ and $t^{h, \gamma^{\prime}}$ fields

We have to consider the triangle loop

$$
\begin{equation*}
\arg \left(t_{I 01}^{h, \gamma^{\prime}} t_{I 12}^{p, \gamma *} t_{I 20}^{p, \gamma}\right) \tag{E25}
\end{equation*}
$$

which give constraints

$$
\begin{align*}
\phi_{t_{2}^{h, \gamma^{\prime}}}+n_{1} \pi & =\epsilon_{I} \phi_{t_{1}^{h, \gamma^{\prime}}}  \tag{E26a}\\
\phi_{t_{2}^{h, \gamma^{\prime}}} & =\epsilon_{\Sigma}\left(\phi_{t_{2}^{h, \gamma^{\prime}}}+\frac{2 \xi \pi}{3}\right)+\pi\left(1-\delta_{\gamma^{\prime}, y^{\prime}}\right) \tag{E26b}
\end{align*}
$$

which can be reduced with Eq. (E10) to

$$
\begin{align*}
2 \phi_{t_{1}^{h, y^{\prime}}} & =\pi+\frac{4 \xi \pi}{3}  \tag{E27a}\\
\phi_{t_{1}^{h, y^{\prime}}} & =\epsilon_{I} \phi_{t_{4}^{h, y^{\prime}}}+n_{1} \pi \tag{E27b}
\end{align*}
$$

## 11. Fluxes with $t^{p, \gamma}$ and $t^{p, \gamma^{\prime}}$ fields

We have to consider the trivial flux:

$$
\begin{equation*}
\arg \left(t_{I 01}^{p, \gamma} t_{I 10}^{p, \gamma^{\prime} *}\right) \tag{E28}
\end{equation*}
$$

which gives the constraints

$$
\begin{align*}
\phi_{t_{2}^{p, \gamma}}-\phi_{t_{2}^{p, \gamma^{\prime}}} & =\epsilon_{I}\left(\phi_{t_{1}^{p, \gamma}}-\phi_{t_{1}^{p, \gamma^{\prime}}}\right),  \tag{E29a}\\
\left(1-\epsilon_{\Sigma}\right)\left(\phi_{t_{1}^{p, \gamma}}-\phi_{t_{1}^{p, \gamma^{\prime}}}\right) & =\pi\left(\delta_{\gamma, y^{\prime}}+\delta_{\gamma^{\prime}, y^{\prime}}\right) \tag{E29b}
\end{align*}
$$

When $\epsilon_{\Sigma}=1$, there are no solutions for $\gamma \neq \gamma^{\prime}=y^{\prime}$.

## 12. Fluxes with $t^{h, \gamma}$ and $t^{h, \gamma^{\prime}}$ fields

We have to consider the trivial flux

$$
\begin{equation*}
\arg \left(t_{I 01}^{h, \gamma^{\prime}} t_{I 10}^{h, \gamma}\right) \tag{E30}
\end{equation*}
$$



FIG. 8. The 16 -site unit cell of the $n_{1}=1$ Ansätze. The expectation values of the bond operators are defined by the $u_{\mu \nu}^{t}$ matrices given in Eq. (F6). The direction $\mu \rightarrow v$ is indicated by the arrowheads. On each dashed bond, the $u_{\mu \nu}^{t}$ matrices have to be multiplied by an extra phase factor of $\exp \left(i \pi n_{1}\right)$. For $n_{1}=0$, the mean-field Ansatz is fully described by the four-site unit cell without any dashed lines. The dependence of the $u_{\mu \nu}^{t}$ matrices on the mean fields is described in Eq. (17).
which gives the constraints

$$
\begin{align*}
\left(\phi_{t_{2}^{h, \gamma}}-\phi_{t_{2}^{h, \gamma^{\prime}}}\right) & =\epsilon_{I}\left(\phi_{t_{1}^{h, \gamma}}-\phi_{t_{1}^{h, \gamma^{\prime}}}\right),  \tag{E31a}\\
\left(1-\epsilon_{\Sigma}\right)\left(\phi_{t_{2}^{h, \gamma}}-\phi_{t_{2}^{h, \gamma^{\prime}}}\right) & =\pi\left(\delta_{\gamma, y^{\prime}}+\delta_{\gamma^{\prime}, y^{\prime}}\right) . \tag{E31b}
\end{align*}
$$

## 13. Solutions of phase equations

We organize the solutions to the phase equations in Table III. We only list $\mathbb{Z}_{2}$ spin-liquid Ansätze with at least one pairing field. Ansätze with only hopping fields can also be derived by the phase equations. They are, however, behaving like $U(1)$ spin liquids and are thus subjected to the

Higgs mechanism. The phases of the mean-field parameters $\phi_{a_{1}^{p}}, \phi_{b_{1}^{p}}, \phi_{c_{1}^{p}}, \phi_{d_{1}^{p}}$ have to be related to the phases of the mean fields $\phi_{A_{1}}, \phi_{t_{1}^{p, x}}, \phi_{t_{1}^{p, y}}, \phi_{t_{1}^{p, z}}$ like

$$
\begin{align*}
& \left(\phi_{a_{1}^{p}}, \phi_{b_{1}^{p}}, \phi_{c_{1}^{p}}, \phi_{d_{1}^{p}}\right)=\left(\phi_{A_{1}}, \phi_{t_{1}^{p, x}}, \phi_{t_{1}^{p, y}}, \phi_{t_{1}^{p, z}}\right),  \tag{E32}\\
& \left(\phi_{a_{2}^{p}}, \phi_{b_{2}^{p}}, \phi_{c_{2}^{p}}, \phi_{d_{2}^{p}}\right)=\left(\phi_{A_{2}}, \phi_{t_{2}^{p, x}}, \phi_{t_{2}^{p, y}}, \phi_{t_{2}^{p, z}}\right),  \tag{E33}\\
& \left(\phi_{a_{1}^{h}}, \phi_{b_{1}^{h}}, \phi_{c_{1}^{h}}, \phi_{d_{1}^{h}}\right)=\left(\phi_{B_{1}}, \phi_{t_{1}^{h, x}}, \phi_{t_{1}^{h, y}}, \phi_{t_{1}^{h, z}}\right),  \tag{E34}\\
& \left(\phi_{a_{2}^{h}}, \phi_{b_{2}^{h}}, \phi_{c_{2}^{h}}, \phi_{d_{2}^{h}}\right)=\left(\phi_{B_{2}}, \phi_{t_{2}^{h, x}}, \phi_{t_{2}^{h, y}}, \phi_{t_{2}^{h, z}}\right) \tag{E35}
\end{align*}
$$

for the mean-field Hamiltonian to have the same symmetry as the state that we want to construct.

## APPENDIX F: HAMILTONIANS FOR $\boldsymbol{n}_{1}=0$ AND FOR <br> $$
n_{1}=1
$$

We give the explicit form of the submatrices of Eq. (40) for both $n_{1}=0$ and 1 (see Fig. 8). To keep things compact, we introduce the notation $t \in\{h, p\}$,

$$
\begin{gather*}
u_{\mu \nu}=u_{\mu \nu}^{t} e^{\frac{i}{2}\left(\mathbf{a}_{\mu}-\mathbf{a}_{v}\right) \mathbf{k}}=u_{\mathbf{0}_{\mu} \mathbf{0}_{\nu}}^{t} e^{\frac{i}{2}\left(\mathbf{a}_{\mu}-\mathbf{a}_{v}\right) \mathbf{k}}  \tag{F1}\\
u_{I \mu \nu}=u_{I \mu \nu}^{t} e^{-\frac{i}{2}\left(\mathbf{a}_{\mu}-\mathbf{a}_{\nu}\right) \mathbf{k}}=u_{I\left(\mathbf{0}_{\mu}\right) I\left(\mathbf{0}_{\nu}\right)}^{t} e^{-\frac{i}{2}\left(\mathbf{a}_{\mu}-\mathbf{a}_{v}\right) \mathbf{k}} \tag{F2}
\end{gather*}
$$

The submatrices fulfill $H^{h}(\mathbf{k})=\left[H^{h}(\mathbf{k})\right]^{\dagger}$ and $H^{p}(\mathbf{k})=$ $\left[H^{p}(-\mathbf{k})\right]^{T}$, so we only need to give the upper triangular part to fully determine the whole matrices. For $n_{1}=0, H^{t}(k)$ are $8 \times 8$ matrices given by

$$
H^{t}(\mathbf{k})=\left(\begin{array}{cccc}
0 & u_{01}+u_{I 01} & u_{02}+u_{I 02} & u_{03}+u_{I 03}  \tag{F3}\\
& 0 & u_{12}+u_{I 23} & u_{13}+u_{I 23} \\
& & 0 & u_{23}+u_{I 23} \\
& & & 0
\end{array}\right)
$$

For $n_{1}=1, H^{t}(k)$ are $32 \times 32$ matrices:

$$
H^{t}(\mathbf{k})=\left(\begin{array}{cccc}
H_{11}^{t}(\mathbf{k}) & H_{12}^{t}(\mathbf{k}) & H_{13}^{t}(\mathbf{k}) & H_{14}^{t}(\mathbf{k})  \tag{F4}\\
& H_{22}^{t}(\mathbf{k}) & H_{23}^{t}(\mathbf{k}) & H_{24}^{t}(\mathbf{k}) \\
& & H_{33}^{t}(\mathbf{k}) & H_{34}^{t}(\mathbf{k}) \\
& & & H_{44}^{t}(\mathbf{k})
\end{array}\right)
$$

The unit cell consists of four main tetrahedra $q \in\{1,2,3,4\}$, and the submatrices $H_{q_{1}, q_{2}}^{t}$ include all bonds between main tetrahedron $q_{1}$ and $q_{2}$. They are given by

$$
H_{q q}^{t}(\mathbf{k})=\left(\begin{array}{cccc}
0 & u_{01}+u_{I 01} e^{i n_{1} \pi\left(\delta_{q, 2}+\delta_{q, 3}\right)} & u_{02} & u_{03}  \tag{F5}\\
& 0 & u_{12} & u_{13} \\
& & 0 & u_{23} \\
& & & 0
\end{array}\right)
$$

$$
\begin{aligned}
& H_{12}^{t}(\mathbf{k})=\left(\begin{array}{cccc}
0 & 0 & u_{I 02} & 0 \\
0 & 0 & u_{I 12} & 0 \\
u_{I 20} & u_{I 21} e^{i n_{1} \pi} & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \\
& H_{14}^{t}(\mathbf{k})=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & u_{I 23} \\
0 & 0 & u_{I 32} e^{i n_{1} \pi} & 0
\end{array}\right)
\end{aligned}
$$

$$
\begin{aligned}
H_{13}^{t}(\mathbf{k}) & =\left(\begin{array}{cccc}
0 & 0 & 0 & u_{I 03} \\
0 & 0 & 0 & u_{I 13} \\
0 & 0 & 0 & 0 \\
u_{I 30} & u_{I 31} e^{i n_{1} \pi} & 0 & 0
\end{array}\right), \\
H_{23}^{t}(\mathbf{k}) & =\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & u_{I 23} \\
0 & 0 & u_{I 32} e^{i n_{1} \pi} & 0
\end{array}\right),
\end{aligned}
$$

$$
H_{24}^{t}(\mathbf{k})=\left(\begin{array}{cccc}
0 & 0 & 0 & u_{I 03} \\
0 & 0 & 0 & u_{I 13} e^{i n_{1} \pi} \\
0 & 0 & 0 & 0 \\
u_{I 30} & u_{I 31} & 0 & 0
\end{array}\right), \quad \quad H_{34}^{t}(\mathbf{k})=\left(\begin{array}{cccc}
0 & 0 & u_{I 02} e^{i n_{1} \pi} & 0 \\
0 & 0 & u_{I 12} & 0 \\
u_{I 2} e^{i n_{1} \pi} & u_{I 21} e^{i n_{1} \pi} & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

For the chiral PSG, the $u_{i j}^{t}$ matrices are given by

$$
\begin{align*}
& u_{01}^{t}=\left(a_{1}^{t}, b_{1}^{t}, c_{1}^{t}, d_{1}^{t}\right),  \tag{F6a}\\
& u_{02}^{t}=\left(a_{1}^{t},-\frac{1}{2}\left(b_{1}^{t}+\sqrt{3} c_{1}^{t}\right), \frac{1}{2}\left(\sqrt{3} b_{1}^{t}-c_{1}^{t}\right), d_{1}^{t}\right) e^{-i \frac{2 \xi}{3} \pi},  \tag{F6b}\\
& u_{03}^{t}=\left(a_{1}^{t},-\frac{1}{2}\left(b_{1}^{t}-\sqrt{3} c_{1}^{t}\right),-\frac{1}{2}\left(\sqrt{3} b_{1}^{t}+c_{1}^{t}\right), d_{1}^{t}\right) e^{-i \frac{4 \xi}{3} \pi},  \tag{F6c}\\
& u_{12}^{t}=\left(a_{1}^{t},-\frac{1}{2}\left(b_{1}^{t}-\sqrt{3} c_{1}^{t}\right),-\frac{1}{2}\left(\sqrt{3} b_{1}^{t}+c_{1}^{t}\right), d_{1}^{t}\right) e^{ \pm_{t} i \frac{2 \xi}{3} \pi} e^{i n_{c_{3} c_{3}^{\prime}} \pi},  \tag{F6d}\\
& u_{31}^{t}=\left(a_{1}^{t},-\frac{1}{2}\left(b_{1}^{t}+\sqrt{3} c_{1}^{t}\right), \frac{1}{2}\left(\sqrt{3} b_{1}^{t}-c_{1}^{t}\right), d_{1}^{t}\right) e^{ \pm i t \frac{2 \xi}{3} \pi} e^{i n_{C_{3}} c_{3} \pi},  \tag{F6e}\\
& u_{23}^{t}=\left(a_{1}^{t}, b_{1}^{t}, c_{1}^{t}, d_{1}^{t}\right)^{t} e^{ \pm t i \frac{25}{3} \pi} e^{i n_{C_{3} c_{3}^{\prime}} \pi},  \tag{F6f}\\
& u_{I 01}^{t}=\left(a_{2}^{t}, b_{2}^{t}, c_{2}^{t}, d_{2}^{t}\right) \text {, }  \tag{F6g}\\
& u_{I 02}^{t}=\left(a_{2}^{t},-\frac{1}{2}\left(b_{2}^{t}+\sqrt{3} c_{2}^{t}\right), \frac{1}{2}\left(\sqrt{3} b_{2}^{t}-c_{2}^{t}\right), d_{2}^{t}\right) e^{-i \frac{2 \xi}{3} \pi},  \tag{F6h}\\
& u_{I 03}^{t}=\left(a_{2}^{t},-\frac{1}{2}\left(b_{2}^{t}-\sqrt{3} c_{2}^{t}\right),-\frac{1}{2}\left(\sqrt{3} b_{2}^{t}+c_{2}^{t}\right), d_{2}^{t}\right) e^{-i \frac{44}{3} \pi},  \tag{F6i}\\
& u_{I 12}^{t}=\left(a_{2}^{t},-\frac{1}{2}\left(b_{2}^{t}-\sqrt{3} c_{2}^{t}\right),-\frac{1}{2}\left(\sqrt{3} b_{2}^{t}+c_{2}^{t}\right), d_{2}^{t}\right) e^{ \pm{ }^{ \pm} \frac{2 \pi}{3} \pi} e^{i\left(n_{1}+n_{c_{3}} c_{3}^{\prime}\right) \pi},  \tag{F6j}\\
& u_{I 31}^{t}=\left(a_{2}^{t},-\frac{1}{2}\left(b_{2}^{t}+\sqrt{3} c_{2}^{t}\right), \frac{1}{2}\left(\sqrt{3} b_{2}^{t}-c_{2}^{t}\right), d_{2}^{t}\right) e^{ \pm, i \frac{2 \xi}{3} \pi} e^{i\left(n_{1}+n_{c_{3} c_{3}^{\prime}}\right) \pi} \text {, }  \tag{F6k}\\
& u_{I 23}^{t}=\left(a_{2}^{t}, b_{2}^{t}, c_{2}^{t}, d_{2}^{t}\right) e^{ \pm i \frac{2 \xi}{3} \pi} e^{i\left(n_{1}+n_{c_{3} c_{3}}\right) \pi}, \tag{F61}
\end{align*}
$$

where for $t=h, \pm_{h}=+$ and for $t=p, \pm_{p}=-$.
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