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It has been argued that the 0.7 anomaly in quantum point contacts (QPCs) is due to an enhanced density
of states at the top of the QPC barrier (the van Hove ridge), which strongly enhances the effects of
interactions. Here, we analyze their effect on dynamical quantities. We find that they pin the van Hove
ridge to the chemical potential when the QPC is subopen, cause a temperature dependence for the linear
conductance that qualitatively agrees with experiments, strongly enhance the magnitude of the dynamical
spin susceptibility, and significantly lengthen the QPC traversal time. We conclude that electrons traverse
the QPC via a slowly fluctuating spin structure of finite spatial extent.
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Quantum point contacts are narrow, one-dimensional
(1D) constrictions usually patterned in a two-dimensional
electron system by applying voltages to local gates. As
quantum point contacts (QPCs) are the ultimate building
blocks for controlling nanoscale electron transport, much
effort has been devoted to understanding their behavior at a
fundamental level. Nevertheless, in spite of a quarter of a
century of intensive research into the subject, some aspects
of their behavior still remain puzzling.
When a QPC is opened up by sweeping the gate voltage,

Vg, that controls its width, its linear conductance famously
rises in integer steps of the conductance quantum, GQ ¼
2e2=h [1,2]. This conductance quantization is well under-
stood [3] and constitutes one of the foundations of meso-
scopic physics. However, during the first conductance step,
where the dimensionless conductance g ¼ G=GQ changes
from 0 to 1 (from a “closed” to an “open” QPC), an
unexpected shoulder is generically observed near g≃ 0.7.
More generally, the conductance shows anomalous behav-
ior as a function of temperature (T), magnetic field (B),
and source-drain voltage (Vsd) throughout the regime
0.5≲ g≲ 0.9, where the QPC is “subopen.” The source
of this behavior, collectively known as the “0.7 anomaly,”
has been controversially discussed [4–23] ever since it was
first systematically described in 1996 [4]. Though no
consensus has yet been reached regarding its detailed
microscopic origin [10,22], general agreement exists that
it involves electron spin dynamics and geometrically
enhanced interaction effects.
In this Letter, we further explore the van Hove ridge

scenario proposed in Ref. [22]. It asserts that the 0.7
anomaly is a direct consequence of a “van Hove ridge,” i.e.,
a smeared van Hove peak in the energy-resolved local
density of states (LDOS) AiðωÞ at the bottom of the lowest
1D subband of the QPC. Its shape follows that of the QPC
barrier [22–24] and, in the subopen regime, where the

barrier top lies just below the chemical potential μ, it causes
the LDOS at μ to be strongly enhanced. This reflects the
fact that electrons slow down while crossing the QPC
barrier [since the semiclassical velocity of an electron
with energy ω at position i is inversely proportional to
the LDOS, AiðωÞ ∼ v−1]. The slow electrons experience
strongly enhanced mutual interactions, with striking con-
sequences for various physical properties.
In this Letter, we elucidate their effect on various

dynamical quantities, which govern those aspects of the
0.7 anomaly that probe finite-energy excitations. To this end,
we compute real-frequency correlation functions computed
using the functional renormalization group (FRG) on the
Keldysh contour [25–28]. We compute (i) the energy
dependence of the LDOS, finding that its maximum is
pinned to μ in the subopen regime due to a Hartree increase
in the barrier height with increasing density, (ii) the temper-
ature dependence of the linear conductance, finding quali-
tative agreement with experiments, (iii) the dynamical spin
susceptibility χðωÞ, from which we extract a characteristic
time scale tspin for spin fluctuations, and (iv) the time ttrav for
a quasiparticle to traverse the QPC, which we extract from
the single-particle scattering matrix SðωÞ. Intermediate
interaction strengths suffice to obtain the characteristic
0.7 shoulder at finite temperatures. We find strong links
among the ω dependence of the spin susceptibility, the one-
particle Smatrix, and the form of the LDOS. As long as the
van Hove ridge is pinned to μ, interactions cause relevant
degrees of freedom to slow down, inducing significant
increases in both ttrav and tspin. Moreover, these two times
are comparable in magnitude, implying that a quasiparticle
traversing the QPC encounters a quasistatic spin back-
ground. This provides links to other proposed explanations
of the 0.7 anomaly [4–18].
Model.—Focusing on the first subband, we model the

QPC by a smooth potential barrier describing the effective
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1D potential along the transport direction. After discretiz-
ing the longitudinal position coordinate as x ¼ ai, with site
index i and lattice spacing a, the model Hamiltonian has the
form [22]

H ¼ −
X
σ;i

τiðc†iþ1;σci;σ þ H:c:Þ þ
X
i

Uic
†
i↑ci↑c

†
i↓ci↓: ð1Þ

It describes an infinite tight-binding chain with nearest-
neighbor hopping τi of quasiparticles with spin σ ¼ ↑;↓
and short-range interactions Ui. The hopping amplitude τi
varies smoothly with i, thus creating an effective potential
barrier Vi ¼ −ðτi þ τiþ1Þ þ 2τ measured with respect to
the leads’ band bottom −2τ. We choose Ui ≠ 0 and τi ≠ τ
for N ¼ 2N0 þ 1 sites only, symmetric around i ¼ 0, that
define the extent of the QPC (central region). Ui is constant
in the center of the QPC with U0 ¼ U and drops smoothly
to zero as i approaches the edges of the central region at
sites �N0. We tune the hopping such that the effective
barrier is symmetric and parabolic near the top,
Vi ¼ ~Vc − i2Ω2

x=ð2τÞ, where the barrier height ~Vc mimics
the role of gate voltage from an experiment, and the
curvature Ωx sets the characteristic length scale lx ¼
a

ffiffiffiffiffiffiffiffiffiffi
τ=Ωx

p
of the QPC. We sweep ~Vc such that the barrier

crosses the chemical potential μ. The precise form of Ui
and τi is given in Sec. S-I of the Supplemental Material
[29]. The model is solved with the perturbatively truncated
Keldysh FRG in equilibrium (see Sec. S-II of the
Supplemental Material [29]). We use τ ¼ 1, U ¼ 0.7τ,
μ ¼ −1.475τ, Vc ¼ ~Vc − μ − 2τ ∈ ½−2.83; 1.83�Ωx, and
Ωx ≈ 0.03τ (with ℏ ¼ 1).
Local density of states.—It was argued in Ref. [22]

that the physics of the QPC is governed by the LDOS,
AiðωÞ ¼ −ð1=πÞImGR

iiðωÞ, where GR
ij is the retarded

single-particle Green’s function between sites i and j.
Figures 1(a)–1(c) show the bare LDOS AU¼0

i ðωÞ of the
QPC as a function of site i and energy ω at three values
of the barrier height Vc. The bare LDOS has a maximum
just above the band bottom, visible as a red structure,
that follows the shape of the effective potential (the thick
white line). This structure is the bare van Hove ridge
discussed in Ref. [22], the apex of which has a maximum
value ∼ðΩxτÞ−1=2, and occurs at an energy ωmaxðVcÞ that
lies slightly higher than the bare potential maximum V0, by
an amount ∼Ωx.
Upon adding interactions, we obtain Figs. 1(d)–1(f),

which shows two striking differences to the noninteracting
case: In the (sub)open regime, the renormalized van Hove
ridge is shifted upward in energy (ωmax is larger) and
becomes flatter spatially. Both of these effects may quali-
tatively be understood by a mean field argument [37,38]:
The slope of the van Hove ridge may be interpreted as
reflecting the shape of an effective, renormalized potential
barrier, which is shifted upward relative to the bare barrier

by a Hartree shift proportional to the local electron density.
Away from the center, the density is higher, such that the
shift is larger, causing the van Hove ridge to become flatter
as a function of x near its apex, while becoming narrower
and higher as a function of ω. This is also seen clearly in
Fig. 2(a), which shows the interacting (solid lines) and
bare (dashed lines) LDOS A0ðωÞ. The x flattening and ω
sharpening is most striking in the subopen regime, where
the van Hove ridge apex intersects the chemical potential
[Fig. 1(e)], because the interaction-induced effects are
largest there. We have checked our Keldysh-FRG results
against density matrix renormalization group (DMRG)
computations of the system with somewhat different
parameters, finding good qualitative agreement and, spe-
cifically, the same values for ωmax (see Sec. S-III of the
Supplemental Material [29]).
The evolution of A0ðωÞ as Vc is varied is shown in

Fig. 2(c). As Vc is lowered, the energy ωmax of the van
Hove ridge maximum follows the bare barrier top (the solid
white line) as long as the QPC is closed, then remains
pinned at the chemical potential throughout the subopen
regime to form a plateaulike structure, and finally decreases
again only deep in the open regime [compare this to
Fig. 1(d) of Ref. [37]]. The plateaulike structure sets in
once the bare barrier top V0 drops below the chemical
potential because then the electron density near the QPC
center begins to increase, leading to an upward Hartree
shift of the barrier height that almost compensates for the
decrease in Vc [37]. This pinning is the reason why the
conductance step at zero temperature is asymmetric [com-
pared to the noninteracting case, the dashed line in Fig. 2(d)],

FIG. 1. vanHove ridge in theLDOSAiðωÞ (color scale) of (a,b,c)
a noninteracting and (d,e,f) an interactingQPC, plotted as a function
of energy ω − μ and position x ¼ ai. The thick solid white line
depicts the effective bare potential barrier Vi, the thin dashed white
line, and the chemical potential μ. Closed (a,d), subopen (b,e), and
open (c,f) regimes are shown from left to right. With interactions,
the van Hove ridge is shifted upward and flattened in the (sub)open
regime [compare (b) and (e) to (c) and (f)].
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changing much more slowly with Vc for g≳ 0.5 than
for g≲ 0.5.
Finite temperature.—This structure sheds new light on

the temperature dependence of the linear conductance on
temperature. When the temperature, T, is increased, the van
Hove peak in the LDOS retains its overall shape and is
broadened only slightly (for T ≲Ωx=10) [Fig. 2(b)]. At the
same time, the first conductance step is flattened out in a
characteristic, asymmetric fashion [Fig. 2(d)], in qualitative
agreement with experiments (see Sec. S-IV of the
Supplemental Material [29]). This can be understood as
follows [22]: Increasing T increases the available phase
space for inelastic scattering, thus enhancing interaction
effects. Their strength is governed by the LDOS near the

chemical potential, which is particularly large throughout
the subopen region due to the pinning of ωmax to the
chemical potential. Accordingly, interaction-induced back-
scattering is large in the whole subopen regime, leading to a
strong suppression of the conductance [Fig. 2(d)] even into
the open regime. At pinch-off, the conductance is slightly
increased due to thermal activation.
To quantify the strength of the temperature dependence

as a function of Vc, we expand the conductance as

gðT; VcÞ ¼ gð0; VcÞ − T2=T2�ðVcÞ þOðT3Þ; ð2Þ

as appropriate for a Fermi liquid [22]. The T�ðVcÞ values
extracted from our finite-T data [see Fig. 2(d), the circles]
depend roughly exponentially on gate voltage T�ðVcÞ ∼
expð−Vc=ΩxÞ [Fig. 2(d), the dashed-dotted line], when the
QPC is tuned from subopen to open, reflecting the Vc
dependence of the bare QPC transmission rate [22].
Spin susceptibility.—In the van Hove ridge scenario, a

key property of a subopen QPC is the presence of “slow
spin fluctuations” [22], as advocated for also in Ref. [39].
To explore this, we have computed the dynamical equi-
librium spin susceptibility,

χijðωÞ ¼
Z

dthT Szi ðtÞSzjð0Þi expðiωtÞ; ð3Þ

where T denotes time ordering. In a Fermi liquid, the spin
susceptibility is determined by the particle-hole bubble
and thus governed by single-particle properties. However,
due to the inhomogeneity of the QPC, both the energy
and the position dependence of the spin susceptibility are
nontrivial. For now, we focus on χ0j, shown in Fig. 3, which
has the following salient features.
(i) χ0j oscillates with a spatially varying wavelength

which becomes shorter as the QPC is opened or the energy
is increased. For small energies ω, the wavelength of these
oscillations is determined by the “local Fermi wavelength”
λF, which can be extracted from jImGR

0jðμÞj (the blue line in
Fig. 3). In the subopen regime, λF is large in the center,
where the density is small, such that the sign of the spin
susceptibility changes only far away from the center. Thus,
an excited spin in the center leads to a rather large cloud
(covering a region of ∼3lx) of co-oriented spins. Away
from the QPC, the oscillations in χ0j simply follow the
Friedel oscillations.
(ii) On the central site, χ00ðωÞ shows a clear character-

istic at an energy ωspinðVcÞ, whose dependence on Vc

follows that of ωmax [−ωspin is indicated by black circles in
Fig. 2(c)]. In general, for small energies, ωspin is set by the
distance between the chemical potential and the nearest
peak in the LDOS (see Sec. S-V of the Supplemental
Material [29]).
(iii) The spin susceptibility χ0iðωÞ is amplified by

interactions (Stoner physics) [compare Figs. 3(a)–3(c) to
Figs. 3(d)–3(f), and also Fig. 4(a) to Fig. 4(b)]. Interactions

FIG. 2. (a) The interacting LDOS (the solid lines) and bare
LDOS (the dashed lines), plotted as a function of energy ω for
three values of Vc, indicated by dots of corresponding color in (c),
(d). In the subopen (red) and open (orange) regimes, interactions
shift the van Hove peak to larger energies, as the barrier height is
renormalized. Moreover, in the subopen regime, flattening of the
van Hove ridge causes the peak to become sharper and higher.
(b) A0ðωÞ in the subopen regime for several different temper-
atures. At larger temperatures, the maximum is lower as weight is
shifted into the flanks of the van Hove ridge and redistributed in
the band. (c) A0ðωÞ, the interacting LDOS (color scale) at the
central site, as a function of ω and Vc. The solid white line shows
the bare barrier height, V0. In the subopen regime, the energy of
the van Hove ridge maximum, ωmax, is pinned to the chemical
potential. The black circles show the characteristic energy ωspin of
the spin susceptibility χ. They clearly follow the LDOS maxi-
mum. (d) Conductance g (left axis) for different temperatures (the
dashed curve, g for T ¼ U ¼ 0), and T� (the circles), extracted
via Eq. (2), shown on a logarithmic scale (right axis). Temper-
ature is measured in units of Tmin� ¼ min T�ðVcÞ. As a guide for
the eye, 0.001 expð−Vc=ΩxÞ (the dashed-dotted line). Our FRG
results qualitatively reproduce the generic feature common to
numerous experiments [29], namely, a strong reduction of g
with increasing T in the subopen regime, causing an increasing
asymmetry in the conductance step.
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also amplify the temperature-induced reduction of the spin
susceptibility at ωspin [Figs. 4(a) and 4(b)]. This effect is
of a similar strength as the decrease of the LDOS at ωmax
[Fig. 2(b)].
Traversal time.—The traversal time ttrav for a single

incident quasiparticle with energy ω to traverse a scattering
region can be obtained by a procedure attributed to Wigner
[40], which relates it to the scattering-induced dispersion of
the incident wave packet: It is given by

ttravðωÞ¼ t0ðωÞþ tdelayðωÞ; tdelayðωÞ¼2∂ωϕðωÞ; ð4Þ

where t0ðωÞ is the traversal time through the central region
with the potential and interactions being turned off, tdelay
and ϕðωÞ are the delay time and the scattering phase shift
due to the potential- and interaction-induced slowdown of
the quasiparticles. In our setup, ϕðωÞ is the phase of the
left-right component of the zero-temperature single-particle
S matrix,

Sl;rðωÞ ¼ −2πiτρðωÞGR
−N0;N0 ðωÞ; ð5Þ

where ρðωÞ is the lead density of states at the sites
�ðN0 þ 1Þ in the absence of the central region and τ is
the hopping amplitude there. jSl;rðωÞj2 yields the trans-
mission probability. Figures 5(a) and 5(b) show the
traversal time. Though calculated from a nonlocal corre-
lation function, its behavior is strikingly similar to that of
the LDOS at the central site, Fig. 2(c). This is consistent
with the semiclassical interpretation A ∼ v−1: Whenever
the LDOS is large, quasiparticles are slow, and thus a large
time is required to traverse the QPC.
Interestingly, we find that in the subopen regime the

traversal time ttrav is of the same order as the characteristic
time scale, tspin ¼ ð2π=ωspinÞ, associated with spin fluctua-
tions, namely, ttrav ≲ 8=Ωx and tspin ≲ 10=Ωx. We note that,
with our parameters, t0 ≈ 1.3=Ωx; thus, ttrav is dominated
by the delay time. That ttrav and tspin are comparable in
magnitude is consistent with a Fermi-liquid description
of the system (which underlies the FRG method used
here): The only stable degrees of freedom in a Fermi liquid
are dressed electron- and holelike quasiparticles, and
spin fluctuations arise via electron-hole–like excitations.
Near the QPC center (x≲ lx), the lifetime of spin fluctua-
tions is thus governed by the quasiparticle decay time.
Heuristically, this roughly corresponds to ttrav, as the region
where interaction effects are strongest extends over only a
few λF oscillations. Though we find no static contributions
to the dynamical spin susceptibility at zero magnetic field,
the fact that tspin ≃ ttrav, together with the extended spatial
structure of the spin susceptibility in the subopen regime,
suggests the heuristic view that a quasiparticle traversing
the QPC encounters a quasistatic, spatially coherent spin
environment.
Discussion.—Our results allow us to establish contact

with two other prominent scenarios that have been pro-
posed to explain the 0.7 anomaly. (i) According to the

FIG. 3. (a)–(c) Noninteracting and (d)–(f) interacting dynami-
cal spin susceptibility [multiplied by a factor of 20 in order to be
visible in (a) and (d)] for a closed, a subopen, and an open QPC.
The blue line shows jIm½G0iðω ¼ μÞ�j (arbitrary units).

FIG. 4. (a) Noninteracting and (b) interacting spin-spin corre-
lations on the central site in the subopen regime at different
temperatures; i.e., the blue lines are vertical cuts of Figs. 3(b)
and 3(e) through x ¼ 0. The dashed black line is at ω ¼ ωspin.
The shoulder in (b) is due to the LDOS-dependent enhancement
of the spin susceptibility due to interactions.

FIG. 5. Comparison of (a), (c) noninteracting and (b), (d)
interacting traversal time. (a), (b) Conductance g, as a function of
gate voltage Vc, to identify the closed, subopen, and open
regimes. The color code is identical to Fig. 2. (c), (d) Traversal
time [Eq. (4)] as a function of energy ω and gate voltage Vc.
While the traversal time of modes below the barrier is small, these
modes have a low transmission probability and are irrelevant
when determining the time scale of transport.
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“spin-polarization scenario,” interactions cause the spin
degree of freedom in the QPC to spontaneously polarize,
giving rise to a nonzero magnetization even at vanishing
magnetic field, B ¼ 0 [4–9,14–18]. (ii) According to the
“quasilocalized spin scenario” proposed by Meir et al. [13],
a subopen QPC hosts a quasilocalized state involving a
spin-1=2 magnetic moment, causing Kondo-like conduct-
ance anomalies [10–13]. At low energies, a quasilocalized
spin would be screened, giving rise to Fermi-liquid
behavior that includes slow spin fluctuations. These two
scenarios thus seem to offer starkly contrasting views of the
spin structure in a QPC: (i) spatially extended but static in
time vs (ii) spatially localized but fluctuating in time. Our
work suggests that a view that entails elements of both: The
spin structure fluctuates in time, in accord with (ii), but
slowly—which is compatible with (i) if one is willing to
reinterpret “spontaneous polarization” as “slowly fluctuat-
ing polarization.” Also, the spin structure is spatially
coherent, in accord with (i), over a region of finite
extent—which is compatible with (ii) if one is willing to
associate a nonzero spatial extent and a finite lifetime with
the quasilocalized state evoked there. We thus suggest that
the controversy between the opposing views (i) and (ii) can
be resolved by associating the quasilocalized state evoked
in (ii) with the slow electrons of the van Hove ridge, and by
realizing that these constitute a quasistatic, spatially coher-
ent spin environment, in the spirit of (i), for electrons
traversing the QPC. Thus, though the various scenarios
differ substantially in their details (and if one insists on
comparing these details, the controversy will never be put
to rest), they can be argued to have a common core: a
slowly fluctuating spin structure of finite spatial extent in
the center of the QPC. Moreover, our work shows that this
spin structure originates naturally from the same interplay
of interactions and QPC barrier geometry, encoded in the
van Hove ridge, that causes transport properties to be
anomalous.
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