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1 Introduction

The discovery of cuprate high-$T_c$ superconductors in 1986 by Bednorz and Müller [1] has surged major theoretical and experimental research on strongly correlated materials, leading over the years to an ever growing list of compounds showing phenomena strikingly different from normal metals like copper. These include, among others, unconventional superconductivity, pseudogap phases or metallic states, often aptly named "strange metals", with behavior vastly different from conventional Fermi liquid theory, for example showing a linear temperature dependence of the resistivity.

In order to describe and understand the intriguing phenomena of these systems, going beyond the paradigm of Fermi liquid theory, numerous theoretical tools have been developed in the past. Arguably one of the most successful of these is the dynamical mean-field theory (DMFT) [2]. It is an inherently non-perturbative approach, which maps an interacting lattice model locally onto an effective impurity model. The information on the lattice structure is then introduced via a self-consistency condition. While DMFT has been a major step forward in the description of strongly correlated systems, it cannot describe non-local correlations due to its entirely local approach.

However, many of these strongly correlated materials show clear signs of the importance of non-local correlations, for example the pseudogap phase in cuprates, where instead of a closed Fermi surface, Fermi arcs are formed, or in heavy fermion systems, where the competition of non-local magnetic correlations and local screening leads to a quantum phase transition and vast regions of non Fermi liquid behavior. This calls for extensions of DMFT to incorporate such non-local effects. In this thesis, we concern ourselves with probably the most mundane of these methods, so called quantum cluster methods [3]. The idea of these cluster extensions is to map the lattice model onto a small cluster model, thereby including short ranged non-local correlations. This cluster model is then usually be solved numerically, and whereas most commonly quantum monte carlo (QMC) methods are used, in this thesis the numerical renormalization group (NRG) [4] has been employed.

NRG, while certainly not able to reach the cluster sizes possible with QMC, nevertheless has many important advantages. First and foremost, it is able to reach arbitrary low temperatures and to resolve exponentially small energy scales, which is a major problem for QMC. Second, it generates dynamical data directly on the real axis, and is thus not dependent on analytic continuation of Matsubara data, which is numerically ill posed and prone to errors. Other than that, the NRG also generates a renormalization group flow, which provides further information apart from dynamical correlators. The NRG code used for this thesis has already been available in Jan von Delft’s group and has been implemented by Andreas Weichselbaum and Seung-Sup Lee. It is one of the most highly developed NRG codes available to date, and its power has been demonstrated in various publications, including DMFT studies on models with up to three orbitals.

However, applications on quantum cluster methods are to date not among these. It is further noticeable that only two applications of NRG to cluster methods are recorded at the time of this writing [5, 6]. This is owed to the Brillouin zone integration of the lattice Green’s functions,
which is necessary for cluster methods. While on the Matsubara axis, one can get away with
simple $\vec{k}$-sums, this is vastly different on the real axis, especially at low temperatures, due to the
pole structure of the Green’s function. This has lead to the main technical achievement in the
course of this thesis, which was the development of reliable and fast integration routines based
on the tetrahedron method to tackle this problem.

The thesis is structured as follows. In chapter 2, the dynamical mean-field theory is introduced.
It will be presented in the Baym-Kadanoff formalism, which is a particularly convenient starting
point to understand cluster extensions to DMFT, which are introduced in chapter 3. There,
the emphasis will be on the most popular cluster methods used to date, the cellular dynamical
mean-field theory (CDMFT) and the dynamical cluster approximation (DCA). This will then
lead us to the short introduction of NRG in chapter 4, where a two site cluster model will
serve as an example and some specifics regarding these will be mentioned. In chapter 5 we
will concern ourselves with the Brillouin zone integration, where the technical details of the
implementation of the integration methods developed for this thesis are given. Having explained
the methodological part of the thesis, in chapters 6 and 7, results follow. Chapter 6, where a two-
site cluster approximation to the Hubbard model is introduced, will mainly serve as a benchmark
test against QMC results obtained by Ferrero et al. [7]. It will therefore be very short as no
new results where obtained there. Chapter 7, however, will show the main results of this thesis.
There, the quantum critical point in the periodic Anderson model (PAM), based on previous
studies by de Leo et al. [8, 9], will be reconsidered.
Dynamical Mean-Field Theory

Since its development around 30 years ago, the dynamical mean-field theory (DMFT) has been an invaluable, non-perturbative method to treat lattice models with strong electronic correlations (for reviews, see [2, 10]). The foundations of DMFT were laid by Metzner and Vollhardt [11] and Georges and Kotliar [12], by considering the Hubbard model in the limit of infinite dimensions and its relation to the Anderson impurity model. Their key insight was that in \( d \to \infty \), only purely local correlation effects remain, rendering the system locally indistinguishable from an effective impurity model. To derive the DMFT equations, I will use the Baym-Kadanoff formalism [13, 14]. While there are a lot of different ways to derive the DMFT equations (see e.g. [2, 15, 16]), the Baym-Kadanoff formalism seems to be a nice starting point to generate cluster extensions to DMFT, which is the main topic of this thesis.

2.1 Model and basic notations

In this section, some basic notations on Green’s functions will be introduced. For more information on this, see [17, 18] and related textbooks. To motivate the DMFT, I will use the example of the Hubbard model on a cubic lattice in \( d \) dimensions, which is described by the Hamiltonian

\[
H = H_{\text{kin}} + H_{\text{int}} - \mu N = -t \sum_{\langle i,j \rangle,\sigma} c_{i,\sigma}^\dagger c_{j,\sigma} + U \sum_i n_{i,\uparrow} n_{i,\downarrow} - \mu \sum_i n_{i,\sigma} .
\]  

(2.1)

Here, \( \sum_{\langle i,j \rangle} \) denotes a sum over pairs of nearest neighbors, \( c_{i,\sigma} \) the annihilation operator for an electron at site \( i \) with spin \( \sigma \in \{\uparrow, \downarrow\} \) and \( n_{i,\sigma} = c_{i,\sigma}^\dagger c_{i,\sigma} \) is the number operator. Fourier transforming the kinetic part gives

\[
H_{\text{kin}} = \sum_{\vec{k},\sigma} \epsilon(\vec{k}) c_{\vec{k},\sigma}^\dagger c_{\vec{k},\sigma} ,
\]  

(2.2)

with the dispersion relation (lattice spacing \( \equiv 1 \))

\[
\epsilon(\vec{k}) = -2t \sum_{\alpha=1}^d \cos(k_{\alpha}) .
\]  

(2.3)

The central quantity of interest in DMFT is the Green’s function

\[
G_{i,j}(i\omega_n) = \int_0^\beta d\tau e^{i\omega_n\tau} G_{i,j}(\tau) = -\int_0^\beta d\tau \langle T_{\tau} c_{i,\sigma}(\tau) c_{j,\sigma}^\dagger \rangle ,
\]  

(2.4)

where \( c_{i,\sigma}(\tau) = e^{H\tau} c_{i,\sigma} e^{-H\tau} \) is the imaginary time evolved annihilation operator, \( \beta = \frac{1}{T} \) the inverse temperature, \( \omega_n = T\pi(2n + 1) \), \( n \) integer, a fermionic Matsubara-frequency and \( T_{\tau} \) the time ordering operator along the imaginary axis, while \( \langle A \rangle \) denotes the grand canonical average of the operator \( A \). In the following, we will assume translation invariance, in the case of which \( G(i\omega_n) \) is diagonal in momentum-space

\[
G(\vec{k}, i\omega_n) = \frac{1}{i\omega_n + \mu - \epsilon(\vec{k}) - \Sigma(\vec{k}, i\omega_n)} = \frac{1}{G_0^{-1}(\vec{k}, i\omega_n) - \Sigma(\vec{k}, i\omega_n)} .
\]  

(2.5)
Here, we have introduced the non-interacting ($U = 0$) Green’s function $G_0(\vec{k}, i\omega_n)$ and the self-energy $\Sigma(\vec{k}, i\omega_n)$, encoding interaction effects. Eq. (2.5) can be rewritten in the form

$$G(i\omega_n) = G_0(i\omega_n) + G_0(i\omega_n)\Sigma(i\omega_n)G(i\omega_n)$$  \hspace{1cm} (2.6)

which is known as Dyson’s equation and has the diagrammatic representation

where the double line denotes the full propagator, the single line the non-interacting propagator and the circle the self-energy. We will later see that in $d \to \infty$, the self-energy becomes momentum independent, allowing its calculation from a self-consistent impurity model. Note that to make contact with experiments, the Matsubara Green’s function Eq. (2.4) has to be analytically continued ($i\omega_n \to \omega + i0^+$) to the real axis. This then yields the retarded Green’s function

$$G_{i,j}(\omega) = -i \int_{-\infty}^{\infty} dt e^{i\omega t}\Theta(t) \langle \{c_{i,\sigma}(t), c_{j,\sigma}^\dagger\} \rangle,$$  \hspace{1cm} (2.7)

where $\{ \ldots \}$ is the anti-commutator and $c_{i,\sigma}(t) = e^{iHt}c_{i,\sigma}e^{-iHt}$ the real-time evolution of the annihilation operator. Because with the Numerical Renormalization Group (NRG) (see chapter 4) we are able to directly access the retarded Green’s function, we will later solve the DMFT equations on the real axis. As analytic continuation is numerically ill posed, this will prove very valuable, especially at low temperatures. In the derivation of the DMFT equations, the Matsubara representation is more convenient though.

### 2.2 Luttinger-Ward functional

In general, the self-energy cannot be computed exactly. We will therefore need to rely on approximations. It is desirable that these approximations fulfill as many exactly known relations as possible. Thermodynamically consistent approximations [13, 14] can be constructed by requiring that the self-energy is generated as the derivative of a functional $\Phi_U[G]$ of the full Green’s function, evaluated at the physical one fulfilling Dyson’s equation.

$$\Sigma_U[G(i\omega_n)] = \frac{\delta \Phi_U[G]}{\delta G(i\omega_n)}$$  \hspace{1cm} (2.8)

$$G(i\omega_n) = (G_0^{-1}(i\omega_n) - \Sigma_U[G(i\omega_n)])^{-1}$$

The functional $\Phi_U[G]$ is called the Luttinger-Ward (LW) functional [19]. Its functional dependence is completely determined by the interaction. Diagrammatically, it is defined as the sum of all vacuum to vacuum skeleton diagrams.

\[ \Phi = \quad + \quad + \ldots \]
For a non-perturbative construction of the LW functional, see [20]. Taking the derivative of \( \Phi_U[G] \) removes a propagator line and gives the skeleton expansion of the self-energy.

As usually no explicit expression for \( \Phi_U[G] \) is known, one relies on approximations to the LW functional. In a certain approximation, the equations Eq. (2.8) are then solved self-consistently. The self-consistency equations Eq. (2.8) can be understood as a condition for the grand-potential

\[
\Omega[G] = T \Phi_U[G] + T \sum_n \text{Tr} \left( \log (G(i\omega_n)) - \Sigma(i\omega_n)G(i\omega_n) \right)
\]

(2.9)

to be stationary as a functional of the Green’s function [19]. In the following, we will see that the LW functional and the self-energy become local in \( d \to \infty \), which results in the DMFT as a non-perturbative approximation scheme in finite dimensions.

### 2.3 The limit of infinite dimensions

It turns out that quantum lattice problems become greatly simplified, but not trivial in the limit of infinite dimensions, if the hopping amplitudes are scaled correctly to give a finite kinetic energy. In the following, this scaling is motivated for the Hubbard model Eq. (2.1) on the \( d \to \infty \) dimensional cubic lattice. To keep the kinetic energy

\[
E_{\text{kin}} = \int_{-\pi}^{\pi} \frac{d\vec{k}}{(2\pi)^d} \epsilon(\vec{k}) \sum_\sigma \langle c_{\vec{k},\sigma}^\dagger c_{\vec{k},\sigma} \rangle
\]

(2.10)

finite, we demand that the width of the density of states (DOS)

\[
D(\epsilon) = \int_{-\pi}^{\pi} \frac{d\vec{k}}{(2\pi)^d} \delta(\epsilon - \epsilon(\vec{k}))
\]

(2.11)

is independent of \( d \). A measure for the width of the DOS is its variance

\[
\langle \epsilon^2 \rangle_D = \int_{-\infty}^{\infty} d\epsilon D(\epsilon)\epsilon^2 = 2t^2d
\]

(2.12)

To keep the variance independent of \( d \), \( t \) has to be scaled like

\[
t = \frac{t^*}{\sqrt{d}}
\]

(2.13)

where \( t^* \) is a constant independent of \( d \) [11]. Note that with this rescaling, the total band-width becomes infinite for \( d \to \infty \), though most of the weight of \( D(\epsilon) \) is positioned in an interval of width \( \sim 2\sqrt{2}t^* \) around 0. This can also be seen from actual expression of the DOS in the \( d \to \infty \) limit [21], which can be calculated via the central limit theorem. We can view

\[
X_\alpha = -2t \cos(k_\alpha)
\]

(2.14)
as independent random variables with zero mean and variance $2t^2$:

$$\langle X_\alpha \rangle = -2t \int_{-\pi}^{\pi} \frac{d\vec{k}}{(2\pi)^d} \cos(k_\alpha) = 0$$

$$\langle X_\alpha X_\beta \rangle = 4t^2 \int_{-\pi}^{\pi} \frac{d\vec{k}}{(2\pi)^d} \cos(k_\alpha) \cos(k_\beta) = 2t^2 \delta_{\alpha,\beta} \ .$$

By the central limit theorem, distribution function of $X = \sum_{\alpha=1}^{d} X_\alpha \sqrt{2/dt^2}$ (2.16) thus goes to a Gaussian with width 1 in the $d \to \infty$ limit. Therefore, the DOS, which is the distribution function of $\epsilon = \sqrt{2/dt^2} X$, also goes towards a Gaussian:

$$D(\epsilon) = \frac{1}{\sqrt{2\pi d \cdot t}} \exp \left( -\frac{\epsilon^2}{2dt^2} \right) \sim O\left(\frac{1}{\sqrt{d}}\right) \ .$$

It is clear that the scaling Eq. (2.13) is the correct way to arrive at a non-trivial DOS.

**2.4 Local nature of $\Phi_U$ and $\Sigma$ in infinite dimensions**

By construction, the kinetic energy per site [10]

$$E_{\text{kin}} = -2t \sum_{\sigma,j \in \text{nn}(i)} \langle c_{i,\sigma}^\dagger c_{j,\sigma} \rangle \ ,$$

where $\text{nn}(i)$ denotes the set of nearest neighbors of $i$, is independent of $d$ in the large $d$ limit. As the number of nearest-neighbors is of order $d$, but $t \sim O(1/\sqrt{d})$,

$$\langle c_{i,\sigma}^\dagger c_{j,\sigma} \rangle = G_{j,i}(\tau = 0^-) \sim O\left(\frac{1}{\sqrt{d}}\right) \ .$$

The Green’s function is therefore of $O\left(1/\sqrt{d}\right)$ if $i$ and $j$ are nearest neighbors. It can be shown [22, 23] that

$$G_{i,j}(i\omega_n) \sim O\left(\frac{1}{d||\vec{R}_{i}-\vec{R}_{j}||/2}\right)$$

for general $i, j$, where $||\vec{R}|| = \sum_{\alpha=1}^{d} |R_\alpha|$ is the norm in the Manhattan metric, $\vec{R}$ is a lattice vector with $\vec{R} = \sum_{\alpha=1}^{d} R_\alpha \vec{a}_\alpha$ and $\vec{a}_\alpha$ are the primitive lattice vectors. From the skeleton expansion of the self-energy, we see that two vertices are always connected by at least three Green’s function lines. This implies that the non-local self-energy $\Sigma_{i,j}(\omega)$ scales with $\sim O(d^{-3/2}||\vec{R}_{i}-\vec{R}_{j}||)$. As the self-energy enters always in a sum over its external labels, we have to sum over $j$ at a fixed distance while keeping $i$ fixed to compare it to the local contribution. This gives a factor of $\sim O(d||\vec{R}_{i}-\vec{R}_{j}||)$, so in total the non-local contributions at Manhattan distance $||\vec{R}_{i} - \vec{R}_{j}||$ contribute with order $\sim O(d^{-1/2}||\vec{R}_{i}-\vec{R}_{j}||)$ compared to the local one, and are thus sub-leading [10, 2]. Therefore, in the $d \to \infty$ limit, only the local part remains and $\Sigma$ becomes site diagonal in real-space or $\vec{k}$-independent in momentum space.

$$\Sigma_{i,j}(i\omega_n) \overset{d \to \infty}{=} \delta_{i,j} \Sigma(i\omega_n)$$

$$\Sigma(\vec{k},i\omega_n) \overset{d \to \infty}{=} \Sigma(i\omega_n)$$

(2.21)
The locality of the self-energy can also be seen from a momentum-space perspective [21]. Since the free propagator depends on momentum only via $\epsilon(\vec{k})$, the momentum conservation on internal vertices is governed by the vertex function

$$v(\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4) = \int_{-\pi}^{\pi} \prod_{l=1}^{4} \frac{d\vec{k}_l}{2\pi} \delta(\epsilon_i - \epsilon(\vec{k}_l)) \Delta_{\text{Laue}}(\vec{k}_1 - \vec{k}_2 + \vec{k}_3 - \vec{k}_4)$$

(2.22)

where $\Delta_{\text{Laue}}(\vec{k})$ is called the Laue function, ensuring proper momentum conservation up to reciprocal lattice vectors. A straightforward calculation [21] shows

$$v(\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4) = 4 \prod_{l=1}^{4} D(\epsilon_l) + O(1/d)$$

(2.23)

thus

$$\Delta_{\text{Laue}}(\vec{k}) \xrightarrow{d \to \infty} 1$$

(2.24)

which means momentum conservation at the vertices can be ignored in $d \to \infty$. Therefore, all propagators enter the expansion only via the local propagator

$$G_{i,i}(i\omega_n) = \int_{-\infty}^{\infty} d\epsilon D(\epsilon) G(\epsilon, i\omega_n)$$

(2.25)

which in turn renders the self-energy local. The locality of the self-energy in turn means that the LW functional in $d \to \infty$ becomes dependent on the local propagator only [2].

$$\Sigma_{i,j}(i\omega_n) = \left. \frac{\delta \Phi_U[G]}{\delta G_{i,j}(i\omega_n)} \right|_{G=G_{\text{phys}}} = \delta_{ij} \Sigma(i\omega_n)$$

(2.26)

The LW functional can therefore be written as a sum over functionals depending on the local propagator on every site [2].

$$\Phi_U[G] = \sum_i \phi_U[G_{i,i}]$$

(2.27)

2.5 Relation to impurity models

Despite its simplified form, the functional Eq. (2.27) is still unknown. As the functional $\phi_U[G_{i,i}]$ is determined by a purely local interaction and depends only on a local propagator, it should be possible to generate it from a model with interactions on a single localized site [2]. To represent possible branch cuts in $G_{i,i}$ on the real axis, the model should nevertheless have $\to \infty$ degrees of freedom. It turns out [12, 2] that the functional $\phi$ is the LW functional of an impurity model with the same local impurity Hamiltonian as the local lattice Hamiltonian.

$$H_{\text{loc,latt}} = -\mu \sum_\sigma c_\sigma^\dagger c_\sigma + U n_\uparrow n_\downarrow = H_{\text{imp}}$$

(2.28)
The whole impurity model consists of an interacting impurity Hamiltonian $H_{\text{imp}}$ which is coupled to a non-interacting, infinitely large bath described by $H_{\text{bath}}$ via a hybridization Hamiltonian $H_{\text{hyb}}$.

\[
H = H_{\text{imp}} + H_{\text{bath}} + H_{\text{hyb}}
\]

\[
H_{\text{imp}} = -\mu \sum_{\sigma} c_{\sigma}^\dagger c_{\sigma} + U n_{\uparrow} n_{\downarrow}
\]

\[
H_{\text{bath}} = \sum_{\lambda} \epsilon_{\lambda,\sigma} a_{\lambda,\sigma}^\dagger a_{\lambda,\sigma}
\]

\[
H_{\text{hyb}} = \sum_{\lambda,\sigma} (V_{\lambda} a_{\lambda,\sigma}^\dagger c_{\sigma} + \bar{V}_{\lambda} c_{\lambda,\sigma}^\dagger a_{\lambda,\sigma})
\]

(2.29)

The Green’s function of such an impurity model then reads

\[
G_{\text{imp}}(i\omega_n) = \frac{1}{G_{\text{imp}}^{-1}(i\omega_n) - \Sigma_{\text{imp}}(i\omega_n)} = \frac{1}{i\omega_n + \mu - \Delta(i\omega_n) - \Sigma_{\text{imp}}(i\omega_n)}
\]

(2.30)

where

\[
\Delta(i\omega_n) = \sum_{\lambda} \frac{|V_{\lambda}|^2}{i\omega_n - \epsilon_{\lambda}}
\]

(2.31)

is the hybridization function describing hopping from the impurity into the bath and back onto the impurity while $\Sigma_{\text{imp}}(i\omega_n)$ encodes interaction effects. The $\Sigma$-functional

\[
\Sigma[G(i\omega_n)] = \frac{\delta \phi[U[G]]}{\delta G(i\omega_n)}
\]

(2.32)

can then be evaluated at $G = G_{\text{imp}}$ by solving the impurity model. This is exploited in DMFT to solve the self-consistency equations Eq. (2.8) in the approximation Eq. (2.27).

### 2.6 DMFT equations

The dynamical mean-field theory, assumes a LW functional of the form Eq. (2.27) even in finite dimensions [2]. The self-consistency equation Eq. (2.8) then gives

\[
G_{i,i}(i\omega_n) \equiv G_{\text{loc}}(i\omega_n) = \int_{-\pi}^{\pi} \frac{d\vec{k}}{(2\pi)^d} \left( G_{0,\text{lat}}^{-1}(\vec{k}, i\omega_n) - \Sigma[G_{\text{loc}}(i\omega_n)] \right)^{-1}
\]

(2.33)

where $G_{0}(\vec{k}, i\omega_n)$ is the non-interacting lattice propagator and $\Sigma[G] = \frac{\delta \phi[G]}{\delta G}$ is the self-energy as a functional of $G$. As $\Sigma[G]$ is not available in a closed form, one has to rely on evaluating the functional via an impurity model. For a particular choice of the hybridization $\Delta(i\omega_n)$, calculating the self-energy gives the $\Sigma$-functional

\[
\Sigma[G_{\text{imp}}(i\omega_n)] = \Sigma_{\text{imp}}(i\omega_n) \equiv \Sigma(i\omega_n)
\]

(2.34)

evaluated at the corresponding $G_{\text{imp}}(i\omega_n)$ Eq. (2.30). Consequently, Eq. (2.33) when $\Delta(i\omega_n)$ is chosen such that

\[
G_{\text{loc}}(i\omega_n) \equiv G_{\text{imp}}(i\omega_n)
\]

\[
\int_{-\pi}^{\pi} \frac{d\vec{k}}{(2\pi)^d} \left( G_{0}^{-1}(\vec{k}, i\omega_n) - \Sigma(i\omega_n) \right)^{-1} \equiv \left( G_{0,\text{imp}}^{-1}(i\omega_n) - \Sigma(i\omega_n) \right)^{-1}
\]

(2.35)
where $G_{0,\text{imp}}(i\omega_n) = i\omega_n + \mu - \Delta(i\omega_n)$ is the non-interacting impurity Green’s function. This equation is the DMFT self-consistency equation. $\Delta(i\omega_n)$ or $G_{0,\text{imp}}(i\omega_n)$ are often called a dynamical mean-field. In principle, any approach leading to the right $\Delta(i\omega_n)$, which fulfills Eq. (2.35), can be used. In practice, usually the iterative scheme

$$
\Delta_{\text{new}}(i\omega_n) = i\omega_n + \mu - \Sigma(i\omega_n) - G_{\text{loc}}^{-1}(i\omega_n)
$$

is used. Here $\Sigma(i\omega_n)$ and $G_{\text{loc}}(\omega)$ are the self-energy and the local Green’s function calculated with a given input $\Delta_{\text{old}}(i\omega_n)$. The input for the next iteration is then $\Delta_{\text{new}}(i\omega_n)$. Eq. (2.36) is terminated when $\Delta_{\text{new}}(i\omega_n) = \Delta_{\text{old}}(i\omega_n)$. It should again be noted that the DMFT self-consistency equation can be solved both on the Matsubara axis or on the real axis. While in principle there is no difference in choosing either, in practice the Matsubara data must be analytically continued to the real axis to connect to experiments. As analytic continuation is numerically ill posed and can lead to large errors in the real-frequency data if small errors in the Matsubara-data exist, it is desirable to solve Eq. (2.35) directly on the real axis. This is possible when using the NRG to solve the impurity model. In the following, the DMFT algorithm is summarized, choosing $\omega$ on the real axis:

1. the algorithm is initialized with some guess for $\Delta(\omega)$
2. solve the impurity model to obtain $\Sigma(\omega)$. In this thesis, the NRG (Ch.4) is chosen for this step.
3. calculate the local lattice Green’s function $G_{\text{loc}}(\omega) = \int_{-\pi}^{\pi} \frac{d^d \vec{k}}{(2\pi)^d} \left( G_{0}^{-1}(\vec{k}, \omega) - \Sigma(\omega) \right)^{-1}$. For this step, the tetrahedron method (Ch.5) was used in this thesis.
4. update the dynamical mean field $\Delta_{\text{new}}(\omega) = \omega + \mu - \Sigma(\omega) - G_{\text{loc}}^{-1}(\omega)$. Go to step 2 and iterate until convergence is reached.
3 Cluster Extensions to DMFT

In this chapter the two most commonly used cluster extensions to dynamical mean-field theory, the cellular dynamical mean-field theory (CDMFT) [24] and the dynamical cluster approximation (DCA) [25, 26], are described. These extensions are designed to incorporate short ranged non-local corrections to the self-energy in a non-perturbative way. The two approaches can be understood as an approximation to the Luttinger-Ward functional of the lattice problem by one which can be generated by a small cluster model. For a review of these methods, see [3]. In the following, the cluster methods will be explained using the \( d = 2 \) Hubbard model (Eq. (2.1)) on a square lattice as an example. If specified, a cluster size of \( N_c = 2 \) will be chosen.

3.1 Cellular dynamical mean-field theory

CDMFT [24] is best understood from a real-space perspective. The lattice is tiled into a super-lattice of cells with \( N_c \) sites per cell, an example for \( N_c = 2 \) is shown in Fig. 3.1. In the following, the Green’s function is written in a matrix representation

\[
G_{i,j}(\omega) = \int_{-\pi}^{\pi} \frac{d\vec{K}}{(2\pi)^d} \exp(i\vec{K} (\vec{R}_i - \vec{R}_j)) G(\vec{K}, \omega)
\]

\[
G(\vec{K}, \omega) = \left( G_0^{-1}(\vec{K}, \omega) - \Sigma(\vec{K}, \omega) \right)^{-1},
\]

where \( G, G_0 \) and \( \Sigma \) are \( N_c \times N_c \) matrices in the intra-cell site index while \( \vec{R}_i \) and \( \vec{R}_j \) denote the position of the cell in the super-lattice and \( \vec{K} \) is a reciprocal lattice vector in the first Brillouin zone of the super-lattice. Similar to the DMFT, the dependence of the LW functional on the inter-cell propagator is neglected.

\[
\Phi_U[G]^{CDMFT} = \sum_i \phi_U[G_{i,i}]
\]

As a consequence, the self-energy is confined within a cell and therefore independent of \( \vec{K} \).

\[
\Sigma_{i,j}(\omega)^{CDMFT} = \Sigma(\omega) \delta_{i,j}
\]

\[
\Sigma(\vec{K}, \omega)^{CDMFT} = \Sigma(\omega)
\]

The self-consistency equation (2.8) then reads

\[
G_{loc}(\omega) \equiv G_{i,i}(\omega) = \int_{-\pi}^{\pi} \frac{d\vec{K}}{(2\pi)^d} \left( G_0^{-1}(\vec{K}, \omega) - \Sigma_U[G_{loc}(\omega)] \right)^{-1},
\]

where the \( \Sigma \)-functional must be evaluated with the help of a \( N_c \)-site cluster model. Its Hamiltonian is given by

\[
H_c = H_{cl} + H_{bath} + H_{hyb}
\]

where \( H_{cl} \) is the interacting Hamiltonian of a \( N_c \) site cell of the lattice model while \( H_{bath} \) describes a non-interacting continuous bath and \( H_{hyb} \) the hybridization of bath and impurity.
Figure 3.1: Tiling of a $d = 2$ square lattice into a super-lattice of two-site clusters. On the right, the first Brillouin zone of the super-lattice is shown in yellow.

For the case of $N_c = 2$ on the 2 dimensional Hubbard model

$$H_{cl} = -t \sum_{\sigma} \left( c_{1,\sigma}^\dagger c_{2,\sigma} + h.c. \right) + U \sum_{i=1}^{2} n_{i,\uparrow} n_{i,\downarrow} + \mu \sum_{i=1,2;\sigma} n_{i,\sigma}$$

$$H_{bath} = \sum_{i=1,2,\lambda,\sigma} \epsilon_{(i,\lambda)} a_{(i,\lambda),\sigma}^\dagger a_{(i,\lambda),\sigma}$$

$$H_{hyb} = \sum_{i,j,\lambda,\sigma} \left( V_{i,(j,\lambda)} c_{i,\sigma}^\dagger a_{(j,\lambda),\sigma} + h.c. \right) ,$$

with cluster Green’s function

$$G_{cl}(\omega) = \left( G_{0,cl}^{-1}(\omega) - \Sigma_{cl}(\omega) \right)^{-1}$$

$$G_{0,cl}^{-1}(\omega) = \omega + \mu + t \cdot \sigma_x - \Delta(\omega)$$

(3.7)

where $\sigma_x$ is the $x$-Pauli-matrix,

$$\Delta_{i,j}(\omega) = \sum_{(l,\lambda)} V_{i,(l,\lambda)} V_{j,(l,\lambda)} \left( \omega - \epsilon_{(l,\lambda)} \right)$$

(3.8)

the hybridization function and

$$\Sigma_{cl}(\omega) = \Sigma_0[G_{cl}(\omega)] \equiv \Sigma(\omega)$$

(3.9)

the cluster self-energy and thus the $\Sigma$-functional evaluated at $G_{cl}$. We therefore need to find $\Delta(\omega)$ such that

$$G_{cl}(\omega) \overset{1}{=} G_{loc}(\omega)$$

$$\left( G_{0,cl}^{-1}(\omega) - \Sigma(\omega) \right)^{-1} \overset{1}{=} \int_{-\pi}^{\pi} \frac{d\vec{K}}{(2\pi)^2} \left( G_{0}^{-1}(\vec{K},\omega) - \Sigma(\omega) \right)^{-1} .$$

(3.10)
As in DMFT, this is usually solved by iterating the equation
\[ \Delta_{\text{new}}(\omega) = \Delta_{\text{old}}(\omega) + G_{cl}^{-1}(\omega) - G_{loc}^{-1}(\omega) \]  
(3.11)
until a fixed point is reached. Note that by construction, CDMFT breaks translation invariance, which has to be reintroduced by post-processing the self-energy (see Sec. 3.3) after convergence.

### 3.2 Dynamical cluster approximation

The dynamical cluster approximation (DCA) [25, 26], in contrast to the CDMFT, is a cluster extension most easily viewed from a momentum-space perspective. While in DMFT, the Laue function \( \Delta_{\text{Laue}}(\vec{k}) \) is constant over the whole Brillouin zone, neglecting any momentum conservation at internal vertices, in the DCA, momentum conservation is partially reinstated. This is done by dividing the Brillouin zone into \( N_c \) patches with equal size (see Fig. 3.2) and neglecting momentum conservation within patches, but not between them. The corresponding Laue function then reads
\[ \Delta_{\text{Laue}}(\vec{k}_1, \vec{k}_2, \vec{k}_3, \vec{k}_4) = N_c \delta(\vec{K}_1 + \vec{K}_3, \vec{K}_2 + \vec{K}_4) \]  
(3.12)

where \( \vec{K}(\vec{k}) \) maps the momentum \( \vec{k} \) onto a representative momentum \( \vec{K} \) of the patch it is contained in, e.g. the mid-point momentum of the patch. As a result, the momenta within each patch can freely be summed over (see Fig. 3.2), rendering the LW functional dependent only on the Green’s function averaged over the corresponding patches
\[ \tilde{G}(\vec{K}_i, \omega) = \int_{\mathcal{P}(\vec{K}_i)} \frac{d\vec{k}}{V_p} G(\vec{k}, \omega) \]  
(3.13)

where \( \mathcal{P}(\vec{K}_i) \) denotes the patch in the Brillouin zone represented by \( \vec{K}_i \) while \( V_p = \int_{\mathcal{P}(\vec{K}_i)} d\vec{k} = \frac{V_{1.BZ}}{N_c} \) denotes its volume. Because the LW functional depends only on the patch averaged Green’s function
\[ \Phi_U[G]^{\text{DCA}} = \Phi_U[\tilde{G}] \]  
(3.14)

the self energy is constant over each patch.
\[ \Sigma(\vec{k}, \omega) = \frac{\delta \Phi_U[\tilde{G}]}{\delta G(\vec{k}, \omega)} = \frac{\delta \Phi_U[G]}{\delta G(\vec{K}(\vec{k}), \omega)} \frac{\delta \tilde{G}(\vec{K}(\vec{k}), \omega)}{\delta \tilde{G}(\vec{K}(\vec{k}), \omega)} = \Sigma(\vec{K}(\vec{k}), \omega) \]  
(3.15)

The self-consistency equation Eq. (2.8) then gives
\[ \tilde{G}(\vec{K}, \omega) = \int_{\mathcal{P}(\vec{K})} \frac{d\vec{k}}{V_p} \left( G_0^{-1}(\vec{k}, \omega) - \Sigma_{\text{DCA}}[G(\vec{K}, \omega)] \right)^{-1} \]  
(3.16)
Figure 3.2: two possible patching schemes with $N_c = 2$ of a $d = 2$ square lattice Brillouin zone.

Figure 3.3: Simplification of the second-order term in the LW functional with the DCA approximation for the Laue function. Double lines denote full propagators, black dots interaction vertices.
which can be solved with the help of a \( N_c \) site cluster model. It is set up as a coarse grained version of the lattice model in momentum space:

\[
H_{\text{latt}} = \sum_{\vec{k}, \sigma} (\epsilon(\vec{k}) - \mu) c_{\vec{k}, \sigma}^\dagger c_{\vec{k}, \sigma} + U \sum_{\vec{k}_1, \vec{k}_2, \vec{q}} c_{\vec{k}_1 + \vec{q}, \uparrow}^\dagger c_{\vec{k}_2 - \vec{q}, \downarrow} c_{\vec{k}_2, \downarrow} c_{\vec{k}_1, \uparrow}
\]

\( \epsilon(\vec{k}) = -2t \sum_{\alpha=1}^{d} \cos(k_{\alpha}) \)  

\[
H_c = H_{\text{cl}} + H_{\text{bath}} + H_{\text{hyb}}
\]

\[
H_{\text{cl}} = \sum_{i=1, \sigma} (\epsilon_{\vec{k}_i} - \mu) c_{\vec{k}_i, \sigma}^\dagger c_{\vec{k}_i, \sigma} + U \sum_{i,j,l=1}^{N_c} c_{\vec{k}_i + \vec{q}_l, \uparrow}^\dagger c_{\vec{k}_j - \vec{q}_l, \downarrow} c_{\vec{k}_j, \downarrow} c_{\vec{k}_i, \uparrow}
\]

\[
\epsilon_{\vec{k}_i} = \int_{P(\vec{k}_i)} \frac{d\vec{k}}{V_{P}} \epsilon(\vec{k})
\]

\[
H_{\text{bath}} = \sum_{(i,\lambda), \sigma} \epsilon_{(i,\lambda)} a_{(i,\lambda), \sigma}^\dagger a_{(i,\lambda), \sigma}
\]

\[
H_{\text{hyb}} = \sum_{i,\lambda, \sigma} \left( V_{i,\lambda} a_{(i,\lambda), \sigma}^\dagger c_{i, \sigma} + \text{h.c.} \right)
\]

Solving the cluster model gives \( \Sigma_U \) evaluated at \( G_{cl} \)

\[
\Sigma_{cl}(\vec{k}_i, \omega) = \Sigma_{\text{DCA}}[G_{cl}(\vec{k}_i, \omega)]
\]

\[
G_{cl}(\vec{k}_i, \omega) = \left( \omega - \epsilon_{\vec{k}_i} + \mu - \Delta(\vec{k}_i, \omega) - \Sigma_{cl}(\vec{k}_i, \omega) \right)^{-1}
\]

where the hybridization function

\[
\Delta(\vec{k}_i, \omega) = \sum_{\lambda} \frac{|V_{i,\lambda}|^2}{\omega - \epsilon_{(i,\lambda)}}
\]

has to be found such that

\[
\tilde{G}(\vec{k}_i, \omega) = G_{cl}(\vec{k}_i, \omega)
\]

\[
\int_{P(\vec{k}_i)} \frac{d\vec{k}}{V_{P}} \left( G_{0}^{-1}(\vec{k}, \omega) - \Sigma_{cl}(\vec{k}_i, \omega) \right)^{-1} = \left( G_{0}^{-1}(\vec{k}_i, \omega) - \Sigma_{cl}(\vec{k}_i, \omega) \right)^{-1}
\]

which is the DCA self-consistency condition. The self-consistent hybridization is, as in DMFT and CDMFT, usually found by iterating

\[
\Delta_{\text{new}}(\vec{k}_i, \omega) = \Delta_{\text{old}}(\vec{k}_i, \omega) + G_{cl}^{-1}(\vec{k}_i, \omega) - G_{cl}(\vec{k}_i, \omega)
\]

until a fixed point is reached. Note that opposed to the CDMFT, DCA is translation invariant due to its momentum space formulation. On the other hand, the self-energy in DCA is discontinuous, jumping between momentum space patches. This requires post-processing to remove these jumps, which will be discussed in the next section.
3.3 Determination of continuous lattice self-energy

After self-consistency is reached, the self-energy both in CDMFT and DCA have to be post-processed. While the discontinuities of the DCA self-energy have to be cured by interpolation, the CDMFT self-energy has to be reperiodized. As long as these interpolation/reperiodization schemes preserve causality (Im(Σ(\(\vec{k},\omega\))) \leq 0), it is to some extent arbitrary and different methods have been put forward [27, 28]. The quality of the scheme also depends on the specific quantity which is used for interpolation/periodization. Apart from the self-energy itself, the cumulant [29, 30]

\[ M(\omega) = (\omega + \mu - \Sigma(\omega))^{-1} \]  

(3.23)

and the Green’s function [31] have been used. As it seems that the cumulant usually gives good results [32, 29, 30] when compared to larger clusters or exact results, especially when correlations are strong, in this thesis \(M\)-interpolation/reperiodization has been applied throughout. For the two patch DCA calculations, trigonometric interpolation as in [32] was employed.

\[ M(\vec{k},\omega) = M_+(\omega) a_+(\vec{k}) + M_-(\omega) a_-(\vec{k}) \]

(3.24)

Here, + and − denote the patch around \(\Gamma = (0,...,0)\) (red patch in the middle in Fig. 3.2) and the one around \(\Pi = (\pi,...,\pi)\) (blue one in Fig. 3.2), respectively. CDMFT, in contrast to the DCA, does not yield a discontinuous self-energy, but breaks translation invariance due to its construction. As a result, both the self-energy and the cumulant are not diagonal in \(\vec{k}\)-space but depend on two momenta

\[ \Sigma(\omega,\vec{k}_1,\vec{k}_2) = \frac{1}{Nc} \sum_{\vec{Q}} \sum_{i,j} e^{i\vec{k}_1 \cdot x_i} \Sigma_{i,j}(\omega) e^{-i\vec{k}_1 \cdot x_j} \delta_{\vec{k}_1 - \vec{k}_2, \vec{Q}} \]

\[ M(\omega,\vec{k}_1,\vec{k}_2) = \frac{1}{Nc} \sum_{\vec{Q}} \sum_{i,j} e^{i\vec{k}_1 \cdot x_i} M_{i,j}(\omega) e^{-i\vec{k}_1 \cdot x_j} \delta_{\vec{k}_1 - \vec{k}_2, \vec{Q}} \]  

(3.25)

where \(x_i\) are intra-cluster positions and \(\vec{Q}\) are reciprocal lattice vectors of the super-lattice. To reperiodize the result, the \(\vec{Q} = 0\) component is used either for \(\Sigma\) or \(M\). After interpolating/periodizing the cumulant, the self-energy is given by

\[ \Sigma(\vec{k},\omega) = \omega + \mu - M(\vec{k},\omega)^{-1} \]  

(3.26)

It should be noted that the interpolated/reperiodized self-energies must not be used in the self-consistency equations, as this can lead to non-causal (Im(\(\Delta(\omega)\)) > 0) mean fields.

3.4 Causality and other cluster extensions

Apart from CDMFT and DCA, one can think of constructing many different cluster methods. Notably, a periodic version of the CDMFT, the periodized CDMFT (PCDMFT) [33] and a version of the DCA with continuous self-energy, the DCA+ [34, 35] have been developed. One
of the main issues of constructing new cluster extensions is that they have to preserve causality. Early attempts to construct a cluster extension [36], called the nested cluster scheme (NCS), failed to generate causal results for arbitrary parameter regimes [33, 37] (see also [38, 39]). While Biroli et al. [33], it was argued that causality should be preserved in NCS for $N_c \to \infty$, Vučičević et al. [37] found indications that NCS converges to a non-causal solution even in the $N_c \to \infty$ limit which they blamed on the recently discovered multivaluedness of the LW-functional [40, 41]. It should be noted here that NCS, if there is no causality violation, is expected to yield superior results to CDMFT and DCA at comparable cluster sizes [33, 37]. Unfortunately, during the work for this thesis, it was not possible to stabilize a causal solution with NCS + NRG for the $d = 2$ Hubbard model, even for quite low interactions.
4 Numerical Renormalization Group

To solve the cluster model, the numerical renormalization group (NRG) has been used. NRG has been developed by Wilson [42] to solve the Kondo problem and has over the years been improved into a powerful impurity solver [4]. The code used here has been developed by Andreas Weichselbaum and Seung-Sup Lee. In the following, the NRG procedure will shortly be summarized. The two impurity Anderson model (2IAM), on which all cluster calculations in this thesis are based on, will serve as an example.

4.1 Two impurity Anderson model

The 2IAM, described by the Hamiltonian

\[ H_{2IAM} = H_{\text{imp}} + H_{\text{bath}} + H_{\text{hyb}} \]

\[ H_{\text{imp}} = \sum_{\sigma,\alpha=1,2} (\epsilon_{d,\alpha} - \mu) d_{\alpha,\sigma}^\dagger d_{\alpha,\sigma} - t \sum_{\sigma} (d_{1,\sigma}^\dagger d_{2,\sigma} + \text{h.c.}) + H_{\text{int}} \]

\[ H_{\text{int}} = U \sum_{\alpha=1,2} n_{\alpha,\uparrow} n_{\alpha,\downarrow} \]

\[ H_{\text{bath}} = \sum_{\sigma,\alpha=1,2,\lambda} \epsilon_{\sigma,\lambda} c_{\sigma,\lambda}^\dagger c_{\sigma,\lambda} \]

\[ H_{\text{hyb}} = \sum_{\sigma,\alpha,\beta,\lambda} (V_{\alpha,\beta,\lambda}^\sigma d_{\alpha,\sigma}^\dagger c_{\beta,\lambda} + \text{h.c.}) \]

consists of two impurity orbitals with annihilation operators \( d_{\alpha,\sigma} \) and number operators \( n_{\alpha,\sigma} = d_{\alpha,\sigma}^\dagger d_{\alpha,\sigma} \) coupled to an infinite bath, described by the annihilation operators \( c_{\sigma,\lambda} \). In the following, the two impurity orbitals and their spin directions will be assumed equivalent, which means that \( \epsilon_{d,\alpha} = \epsilon_d, \epsilon_{\sigma,\lambda} = \epsilon_\lambda \) and \( V_{\alpha,\beta,\lambda}^\sigma = V_{\alpha,\beta,\lambda}^\sigma = V_{\beta,\alpha,\lambda} \) with \( V \) purely real will be considered, as this was the case for all calculations in this thesis. Therefore, the hybridization

\[ \Delta_{\alpha,\beta}(\omega) = \sum_{(\gamma,\lambda)} V_{\alpha,\gamma,\lambda} V_{\beta,\gamma,\lambda} \]

\[ \omega - \epsilon_\lambda \]

fulfills \( \Delta(\omega) = \Delta^\top(\omega) \) and can thus be diagonalized independent of \( \omega \) by

\[ U = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \]

Using a bonding/anti-bonding basis

\[ c_{\sigma,\lambda,\pm} = \frac{1}{\sqrt{2}} (c_{\sigma,\lambda,1} \pm c_{\sigma,\lambda,2}) \]

\[ d_{\sigma,\pm} = \frac{1}{\sqrt{2}} (d_{\sigma,1} \pm d_{\sigma,2}) \]
the hybridization $\Delta$, the Green’s function $G$ and thus also the self-energy $\Sigma$ will be diagonal. The Hamiltonian in this basis then reads

$$H_{2IAM} = H_{\text{imp}} + H_{\text{bath}} + H_{\text{hyb}}$$

$$H_{\text{imp}} = \sum_{\sigma;\alpha=\pm} (\epsilon_{d,\alpha} - \mu \mp t)d_{\alpha,\sigma}^\dagger d_{\alpha,\sigma} + H_{\text{int}}$$

$$H_{\text{bath}} = \sum_{\sigma;\alpha=\pm,\lambda} \epsilon_{\lambda} c_{\sigma,\lambda}^\dagger c_{\sigma,\lambda}$$

$$H_{\text{hyb}} = \sum_{\sigma;\alpha=\pm,\lambda} (V_{\alpha,\lambda} d_{\alpha,\sigma}^\dagger c_{\sigma,\lambda} + h.c.)$$

As a consequence, bonding and anti-bonding are completely decoupled in the $U = 0$ case and mix only via $H_{\text{int}}$.

### 4.2 NRG procedure and calculation of observables

The hybridization density of states

$$\Gamma_\pm(\omega) = -\frac{1}{\pi} \text{Im}(\Delta_\pm(\omega)) = \sum_{\lambda} |V_{\pm,\lambda}|^2 \delta(\omega - \epsilon_\lambda)$$

has a finite band-with in the interval $[-D_\pm^<, D_\pm^>]$ with $D_\pm^> > 0$. Now, a discretization parameter $\Lambda > 1$ is used to define a logarithmic grid with grid points at $\pm D_\pm^< \cdot \Lambda^{-n}$ with $n = \{0, 1, 2, 3, \ldots\}$ integer and the bath is approximated by a single state in each interval $I^<_{\pm, n} = \pm D_\pm^< \cdot [\Lambda^{-n}, \Lambda^{-n-1}]$. The state chosen in each interval is the one directly coupling to the impurity orbitals

$$a_{\lambda,\sigma,\alpha, n} = \sum_{\epsilon_\lambda \in I^<_{\pm, n}} \frac{V_{\alpha,\lambda}}{\gamma_{\alpha, n}} c_{\sigma,\lambda}$$

$$\gamma_{\alpha, n} = \sqrt{\sum_{\epsilon_\lambda \in I^<_{\pm, n}} |V_{\alpha,\lambda}|^2} \sim \Lambda^{-\frac{n}{2}}$$

leaving $H_{\text{hyb}}$ unchanged but approximating $H_{\text{bath}}$ by

$$H_{\text{bath}} = \sum_{n,\alpha,\sigma,\leq} \xi_{\leq,\alpha, n} a_{\leq,\sigma,\alpha, n}^\dagger a_{\leq,\sigma,\alpha, n}$$

$$\xi_{\alpha, n} = \sum_{\epsilon_\lambda \in I^<_{\pm, n}} \epsilon_{\lambda} \left(\frac{V_{\alpha,\lambda}}{\gamma_{\alpha, n}}\right)^2 \sim \Lambda^{-n}$$

The resulting discretized Hamiltonian

$$H_{2IAM} = H_{\text{imp}} + H_{\text{bath}} + H_{\text{hyb}}$$

$$H_{\text{imp}} = \sum_{\sigma;\alpha=\pm} (\epsilon_{d,\alpha} - \mu \mp t)d_{\alpha,\sigma}^\dagger d_{\alpha,\sigma} + H_{\text{int}}$$

$$H_{\text{bath}} = \sum_{n,\alpha,\sigma,\leq} \xi_{\leq,\alpha, n} a_{\leq,\sigma,\alpha, n}^\dagger a_{\leq,\sigma,\alpha, n}$$

$$H_{\text{hyb}} = \sum_{\sigma;\alpha,\leq,\sigma} (\gamma_{\alpha, n} d_{\alpha,\sigma}^\dagger a_{\leq,\sigma,\alpha, n} + h.c.)$$

(4.9)
can then be mapped on a semi-infinite tight binding chain with the impurity at the beginning. This is done by tridiagonalization, using

\[ f_{\sigma,0,\alpha} = \sum_{\alpha,n} \frac{\gamma_{\alpha,n}^{\leq}}{t_{0,\alpha}} a_{\leq,\sigma,a,n} \]

\[ t_{0,\alpha} = \sqrt{\sum_{\alpha,n} |\gamma_{\alpha,n}^{\leq}|^2} \]

as the seed state, which leads to the so called Wilson chain Hamiltonian.

\[ H = H_{\text{imp}} + H_{\text{chain}} \]

\[ H_{\text{chain}} = \sum_{\sigma,\alpha} \left\{ g_{0,\alpha} f_{\sigma,0,\alpha}^\dagger f_{\sigma,0,\alpha} + (t_{0,\alpha} d_{\sigma,\alpha}^\dagger f_{\sigma,0,\alpha} + \text{h.c.}) \right\} + \sum_{n=1}^{\infty} h_n \]

\[ h_n = \sum_{\sigma,\alpha} \left\{ g_{n,\alpha} f_{\sigma,n,\alpha}^\dagger f_{\sigma,n,\alpha} + (t_{n,\alpha} f_{\sigma,n,\alpha}^\dagger f_{\sigma,n-1,\alpha} + \text{h.c.}) \right\} \]

It comes with an exponentially decreasing energy scale at the chain site \( n \), inherited from the logarithmic discretization.

\[ t_{n,\alpha} \sim \Lambda^{-\frac{n}{2}} \]

\[ g_{n,\alpha} \sim \Lambda^{-n} \]

Due to the energy scale separation between site \( n \) and \( n+1 \), the Wilson chain can be diagonalized iteratively in a renormalization group like procedure, starting from large energy scales and zooming in on ever smaller scales. To do this, consider the Hamiltonian up to site \( N \),

\[ \tilde{H}_N = H_{\text{imp}} + \sum_{\sigma,\alpha} \left\{ g_{0,\alpha} f_{\sigma,0,\alpha}^\dagger f_{\sigma,0,\alpha} + (t_{0,\alpha} d_{\sigma,\alpha}^\dagger f_{\sigma,0,\alpha} + \text{h.c.}) \right\} + \sum_{n=1}^{N} h_n \]

whose lowest energy scale is of order \( \sim \Lambda^{-\frac{N}{2}} \). To zoom into the low energy spectrum, we define

\[ H_N = \Lambda^\frac{N}{2} \tilde{H}_N \]

whose lowest energy scale is of order 1, which allows for a resolution of the lowest energy scales with a numerical accuracy independent of \( N \). The problem is of course that \( H_N \) cannot be diagonalized exactly for large \( N \), due to the exponentially increasing Hilbert space dimension. As \( h_{N+1} \) is a perturbation of order \( \Lambda^{-\frac{N}{2}} \) with respect to \( H_N \), we expect that the low energy physics of \( H_{N+1} \) can be accurately described starting from the lowest eigenstates of \( H_N \). This motivates the following procedure to go from \( N \) to \( N+1 \):

1. take the lowest \( N_{\text{keep}} \) eigenstates \( \{|m\rangle_N\} \) of \( H_N \) with eigenenergies \( E_N(m) \). The ground state energy is set to 0.
2. add the basis \( \{|s\rangle_{N+1}\} \) of the \( N + 1 \) site to the \( \{|m\rangle_N\} \) to get the basis \( \{|n\rangle_{N+1}\} = \{|m\rangle_N \otimes |s\rangle_{N+1}\} \). Represent the Hamiltonian

\[ H_{N+1} = \Lambda^\frac{1}{2} [H_N + \Lambda^\frac{N}{2} h_{N+1}] \]

in the subspace spanned by this basis.
3. diagonalize $H_{N+1}$ on this subspace to obtain the lowest $16 \cdot N_{\text{keep}}$ eigenstates $\{|m\rangle_{N+1}\}$ of $H_{N+1}$.

The above procedure is initialized by the exact diagonalization of $H_0$ and iterated until the desired energy resolution of order $\Lambda^{-\frac{N}{2}}$ is reached. Conducting the iterative not only allows to diagonalize the impurity Hamiltonian up to a certain energy resolution, but also gives a renormalization group flow of the lowest energy levels, allowing to analyze the behavior of the impurity model at different energy scales [43]. In the following, some technical improvements, allowing the accurate calculation of observables at arbitrary temperatures and reducing the computational complexity, are shortly listed.

**Complete many-body basis and full density matrix**

From the truncated states at each iteration, a complete set of approximate eigenstates of the Wilson chain can be constructed [44]. These can be used to construct the full density matrix (fdmNRG) and allows the calculation of real-frequency dynamical response functions via their spectral representation [45].

**Exploiting symmetries and matrix product states**

The NRG can be efficiently formulated using matrix product states (MPS) [46]. With the implementation of the QSpace tensor network library [47], this allows to exploit abelian and non-abelian symmetries of the Hamiltonian, considerably reducing computational effort.

**Z-averaging**

The resolution of NRG, especially at large energies, can be enhanced by performing multiple calculations with shifted grid (z-shifting) [48, 49] and averaging over them. Analyzing the behavior of the Wilson chain on z-shifting, improved methods to determine the Wilson chain parameters [50, 51] can be obtained.

**Adaptive broadening**

By analyzing how discrete spectral weight behaves when shifting the grid, it can be inferred whether features are physical or not. This allows to adapt the broadening width accordingly, which results in improved resolution of dynamical correlation functions at finite frequencies [52].

**Interleaved NRG (iNRG)**

By shifting the grids of different orbitals relative to each other, energy scale separation between orbitals along the chain can be generated. This allows to truncate between orbitals [53, 54], reducing computational effort. It should be noted that this procedure treats different orbitals on a different footing, in particular, it artificially breaks symmetries between orbitals, if present. For the 2IAM, it is therefore important to interleave in the bonding/anti-bonding basis and not in the real-space basis.
5 Brillouin-zone integration

To implement the iterative procedures for finding the self-consistent mean-field in the CDMFT
and the DCA, respectively, a momentum-space integral of the Green’s function has to performed.
Generically, this has to be done numerically. When using NRG to solve the cluster model, the
self-consistency is conducted on the real-frequency axis and often calculations are done at very
low temperatures. As the Green’s function has its poles on the real-frequency axis, it becomes
an extremely sharply peaked function of $\vec{k}$ for a fixed value of $\omega$, especially at low temperatures
and frequencies. This renders the integration intractable for standard routines. In this thesis,
6402 frequency grid points with exponential resolution towards $\omega = 0$ have been used, leaving at
most a few seconds per frequency point to perform the integration to the desired precision before
becoming impractical. To solve this, the tetrahedron method [55, 56, 57] with an adaptive $\vec{k}$
grid which can meet accuracy and speed demands, has been implemented.

5.1 Tetrahedron method - general procedure

The tetrahedron method has been developed to tackle integrals of the form

$$I = \int_{\text{BZ}} \left( A(\vec{k})B(\epsilon(\vec{k})) \right),$$

(5.1)

where $A(\vec{k})$ is an arbitrary, smooth function of $\vec{k}$, $\epsilon(\vec{k})$ is the dispersion, also assumed smooth,
while $B$ may be some discontinuous or peaked function. For the integration of Green’s func-
tions [58, 59, 60] we are specifically interested in the case $B(\epsilon(\vec{k})) = \frac{1}{a + b\epsilon(\vec{k})}$, where $a$ and $b$
are complex valued constants. The generic form of the integrand $I$ will from now on assume is

$$I = \int_{\text{BZ}} \frac{f(\vec{k})}{g(\vec{k})},$$

(5.2)

where both $f$ and $g$ are smooth functions, such that low order polynomial interpolation is
applicable over small areas. In the tetrahedron method, the Brillouin-zone is tiled into a mesh
of tetrahedra (see Fig. 5.1). Both $f$ and $g$ are then interpolated linearly over each tetrahedron.
The integral over each tetrahedron

$$I_n = 6V_T \int_0^1 dx \int_0^{1-x} dy \int_0^{1-x-y} dz \frac{f_1 + f_2 x + f_3 y + f_4 z}{g_1 + g_2 x + g_3 y + g_4 z},$$

(5.3)

is then evaluated analytically. Here, $f_i = f(\vec{k}_i)$ is the function $f$ evaluated at the 4 corner points
of the tetrahedron, $f_{i,j} = f_i - f_j$ are the differences between the corner values, $V_T$ the volume
of the tetrahedron and $n$ denotes its number in some arbitrarily chosen enumeration of tetrahedra
in the tiling. $I_n$ can then be written as

$$I_n = \sum_{i=1}^{4} f_i w_i(\{g_j\}),$$

(5.4)
where $w_i$ is a weight function depending only on the $g_j$. The total integral is then obtained by summing over all tetrahedra

$$I = \sum_n I_n.$$  \hfill (5.5)

As the expressions for $w_i$ are quite lengthy and are given in a practical formulation, handling degeneracies of the $g_i$, elsewhere [62], they are not repeated in this thesis. The method of course also works for $d = 2$ and $d = 1$ with triangles and lines instead of tetrahedra, respectively.

### 5.2 Integration of matrix valued Green’s functions

When using the CDMFT, the Green’s function, breaking translation invariance, ultimately becomes a matrix valued function of the super-lattice momentum $\vec{K}$. We are usually given the inverse Green’s function $G^{-1}(\vec{K}, \omega)$ which is a smooth matrix valued function of $\vec{K}$ at a fixed $\omega$. To integrate the matrix Green’s function with the tetrahedron method [63], $G^{-1}(\vec{K}, \omega)$ is diagonalized

$$G^{-1}(\vec{K}, \omega) = U(\vec{K}, \omega)D(\vec{K}, \omega)U^{-1}(\vec{K}, \omega)$$  \hfill (5.6)

at every $\vec{K}$-grid point, where $D(\vec{K}, \omega)$ is a diagonal matrix. The integral can then be evaluated with the tetrahedron method by writing it as

$$I_{i,j}(\omega) = \int_{1.BZ} d\vec{K}G_{i,j}(\vec{K}, \omega) = \sum_\alpha \int_{1.BZ} d\vec{K}U_{i,\alpha}(\vec{K}, \omega) \cdot (U^{-1})_{\alpha,j}(\vec{K}, \omega) D_\alpha(\vec{K}, \omega) ,$$  \hfill (5.7)

which has the same form as Eq. (5.2). As the diagonalization is done numerically, one has to make sure that the $\alpha$-th eigenvalue $D_\alpha(\vec{K}_i, \omega)$ at grid point $\vec{K}_i$ is adiabatically connected to the $\alpha$-th eigenvalues at the neighboring grid points. In this thesis, this has been done in the following way at a certain grid point $\vec{K}_i$:

1. take $U(\vec{K}_j, \omega)$ at a neighboring grid-point, where the diagonalization has already been done
2. calculate $\tilde{D}(\vec{K}_i, \omega) = U^{-1}(\vec{K}_j, \omega)G^{-1}(\vec{K}_i, \omega)U(\vec{K}_j, \omega)$, where $\tilde{D}(\vec{K}_i, \omega)$ is now almost diagonal
3. diagonalize $\tilde{D}(\vec{K}_i, \omega) = \tilde{U}(\vec{K}_i, \omega)D(\vec{K}_i, \omega)\tilde{U}^{-1}(\vec{K}_i, \omega)$ and sort the eigenvalues such that $\tilde{U}(\vec{K}_i, \omega)$ is as close to $\mathbb{1}$ as possible
4. \( U(\vec{K}_i, \omega) = U(\vec{K}_j, \omega) U(\vec{K}_i, \omega) \)

The scheme is initialized at an arbitrary grid-point where \( G^{-1} \) is just diagonalized normally.

### 5.3 Adaptive \( \vec{k} \)-grid

To increase speed, an adaptive grid has been implemented such that the grid-point density is chosen region dependent in \( \vec{k} \)-space according to accuracy demands. In the beginning, some desired total integration error \( \varepsilon \) is chosen and the integration area is divided into \((N_k - 1)^d \) cubes by choosing \( N_k \) evenly spaced grid points per dimension. Then, the error is estimated and the grid fine-grained in the following way (see Fig. 5.3):

1. every cube is divided into \( m_k^d \) finer cubes
2. the integral is solved on the coarse cubes and the fine ones
3. if \( |I_{\text{coarse}} - I_{\text{fine}}| \leq \varepsilon \), the integral is considered converged
4. otherwise, all cubes with \( |I_{n,\text{coarse}} - I_{n,\text{fine}}| \leq \varepsilon \frac{V_c}{V} \), where \( V \) is the volume of the total integration area while \( V_c \) is the volume of the coarse cube, are considered converged. For all other cubes, the \( m_k^d \) fine cubes are now considered coarse cubes. This is iterated until the integral is converged.

To test the efficiency of the adaptive grid, it was tested against a non-adaptive grid fine enough to yield the same integration error. For the test, the \( \varepsilon \)-point where the integration was hardest in the accuracy tests in section 5.4 was used. The test showed a 20-fold speedup in \( d = 1 \) and a 140-fold speedup in \( d = 2 \). For \( d = 3 \), the integration was not doable without an adaptive grid. It seems therefore that the use of an adaptive \( \vec{k} \)-grid is absolutely crucial for the tetrahedron method to be practical.

### 5.4 Accuracy tests

To test the accuracy of the integration routines, the non-interacting local Green’s function of a cubic lattice in \( d = \{1, 2, 3\} \) with nearest neighbor hopping is calculated both numerically and analytically. The total band-width is set to 1 so the dispersion is given by

\[
\epsilon(\vec{k}) = -\frac{1}{2d} \sum_{\alpha=1}^{d} \cos(k_{\alpha}) \quad .
\]

(5.8)

For general complex arguments, the local Green’s function is given by the \( d \) dimensional integral

\[
G_{0,\text{loc}}(z) = \int_{-\pi}^{\pi} \frac{d\vec{k}}{(2\pi)^d} \frac{1}{z - \epsilon(\vec{k})} \quad .
\]

(5.9)

Numerically, the integral was evaluated for \( z = \epsilon + i\eta \) slightly above the real axis

\[
G_0(\epsilon) = G_{0,\text{loc}}(\epsilon + i\eta) \quad .
\]

(5.10)

where \( \eta \) is a small regulator.
Figure 5.2: Schematic illustration of the adaptive grid in $d = 2$ with $N_k = 5$ and $m_k = 2$. First, the integral is performed on both the coarse and the fine grid. Then, the result is compared. If the error is too large, the part is fine-grained, otherwise, it is taken as converged. This is repeated until the integral is converged on the whole area.
Analytically, the integral for $G_{0,\text{loc}}(z)$ can be evaluated exactly for $d = \{1, 2, 3\}$ with the formulas:

1. In $d = 1$, a straightforward calculation gives
   \[ G_{0,\text{loc}}^{1}(z) = \text{sgn}(|z_1| - 1) \sqrt{2^2 - z_1^2} \]
   \[ z_1 = 2 \left( z + \sqrt{z^2 - \frac{1}{4}} \right) \]
   (5.11)

2. In $d = 2$, the integral is given by [64]
   \[ G_{0,\text{loc}}^{2}(z) = \frac{2}{\pi z} K \left( \frac{1}{2z} \right) \]
   \[ K(x) = \int_{0}^{\pi/2} d\theta \frac{1}{\sqrt{1 - x^2 \sin^2(\theta)}} \]
   (5.12)
   where $K(x)$ is the complete elliptic integral of the first kind.

3. In $d = 3$, it is given by [65]
   \[ G_{0,\text{loc}}^{3}(z) = \frac{1}{z} \sqrt{1 - \frac{3}{2} x_1} \left[ \frac{2}{\pi} K(k_+) \right] \left[ \frac{2}{\pi} K(k_-) \right] \]
   \[ k_1^2 = \frac{1}{2} \pm \frac{1}{4} x_2 \sqrt{4 - x_2} - \frac{1}{4} (2 - x_2) \sqrt{1 - x_2} \]
   \[ x_1 = \frac{1}{2} + \frac{1}{24} \cdot x_2^2 - \frac{1}{2} \sqrt{1 - \frac{1}{4} \cdot x_2^2} \sqrt{1 - \frac{1}{36} \cdot x_2^2} \]
   \[ x_2 = \frac{x_1}{x_1 - 1} \]
   (5.13)
   where $K(x)$ again is the complete elliptic integral of the first kind.

The numerical calculations were done on 202 grid points evenly spaced between $-1.005$ and $1.005$. For the $d = 1, 2$, the regulator was chosen $\eta = 10^{-10}$ while for $d = 3$, $\eta = 10^{-4}$ was used to reduce computational complexity at the kinks in $G_{0}^{3d}(\epsilon)$ at $\sim \pm 0.2$. Results are shown in Fig. 5.4. It should be noted that in interacting calculation, the self-energy naturally introduces an imaginary part in the denominator, which usually renders the integration easier than in the non-interacting case demonstrated here. For all calculations, the integration error was chosen $\epsilon = 10^{-3}$ and for the fine-graining of the grid, $m_k = 2$ was chosen. The actual errors and integration times, together with the average number of the maximum of 12 cores are given in the following table.

<table>
<thead>
<tr>
<th>$d$</th>
<th>maximum total error</th>
<th>maximum relative error</th>
<th>integration time in seconds</th>
<th>average number of cores</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 1$</td>
<td>$6.2 \cdot 10^{-4}$</td>
<td>$2.5 \cdot 10^{-4}$</td>
<td>0.25</td>
<td>9.6</td>
</tr>
<tr>
<td>$d = 2$</td>
<td>$4.5 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>3.4</td>
<td>11</td>
</tr>
<tr>
<td>$d = 3$</td>
<td>$1.1 \cdot 10^{-3}$</td>
<td>$3 \cdot 10^{-4}$</td>
<td>93</td>
<td>9</td>
</tr>
</tbody>
</table>
In $d = 1, 2$, the error is well below the set error bound, while the total error for $d = 3$ is 10% above the error bound. It should be noted though that the relative error is still well below $10^{-3}$, the integration thus seems to be accurate enough to be practical. While in the presented case, the integration time is reasonable for all dimensions, it should be said here that most of the time is spent around the kinks and singularities in the Green’s function. In DMFT+NRG calculations, this can lead to problems if these areas are around $\epsilon = 0$ as the grid is exponentially fine there.
6 Pseudogap in the Hubbard model

In this chapter, the Hubbard model in two dimensions using two-site dynamical cluster approximation will be discussed. The results shown here will serve as a benchmark for the cluster extensions + NRG method as high quality results [32], calculated with continuous time quantum monte carlo (CTQMC) [66], are available. All discussions will thereby be based on extracts of [32], and for more information, the original work is to be referred to.

6.1 Motivation

The two dimensional Hubbard model is thought to be a model capable of at least a qualitative description of cuprate superconductors [67]. These materials show quite a rich phase diagram in the doping versus temperature plane. Particularly interesting is the so called pseudogap (PG) phase, which develops at low to intermediate doping (underdoped) below a temperature $T^*$ but above the superconducting transition temperature $T_c$. It is characterized by a suppression of spectral weight at the chemical potential [68]. Angle resolved photoemission spectroscopy (ARPES) measurements of the Fermi-surface [69, 70] show that a gap opens at the anti-nodal points $(0, \pi)$, leading to the formation of Fermi-arcs instead of a closed Fermi-surface. As this

![Figure 6.1: Schematic phase diagram of hole-doped cuprates. Near the Mott-insulator at $\delta = 0$, these materials typically show antiferromagnetism (AFM). When the hole concentration is increased, a pseudogap (PG) phase is observed above $T_c$, while at low temperatures, d-wave superconductivity (d-SC) develops in a dome shaped region. The largest critical temperature is reached for an optimal concentration $\delta_{\text{opt}}$, which divides the phase diagram into a so called underdoped and an overdoped region. Raising the temperature at $\delta_{\text{opt}}$ above $T_c$, one enters a strange metal (SM) phase, which crosses over to a conventional Fermi-liquid (FL) deep in the overdoped region.](image-url)
kind of momentum-space differentiation cannot be described by single-site DMFT, Ferrero et al. [32] studied the PG phase in a two-patch DCA setup, which turned out to be already capable of capturing the phenomena qualitatively. In the following, some these results will be reproduced for benchmark purposes. As it is possible with NRG to go to much lower temperatures than with QMC, this has also been considered. However, no qualitative difference from the high temperature results could have been made out. Therefore they are not shown here.

6.2 Technical details

In this chapter, the Hubbard model on a square lattice

\[ H = \sum_{\vec{k},\sigma} \epsilon_{\vec{k}} c_{\vec{k},\sigma}^\dagger c_{\vec{k},\sigma} + U \sum_i n_{i,\uparrow} n_{i,\downarrow} \]

\[ \epsilon_{\vec{k}} = -2t \left( \cos(k_x) + \cos(k_y) \right) - 4t' \cos(k_x) \cos(k_y) \]

with nearest \((t)\) and next nearest \((t')\) neighbor hopping is considered. As in [32], \(U/t = 10\) and \(t'/t = -0.3\) are chosen, which are typical for modeling cuprates. As an energy scale, \(D = 4t = 1\) is used and all calculations were done at a temperature \(T = \frac{1}{200}\). Any possible symmetry breaking was suppressed in the calculations. As a tuning parameter the hole concentration \(\delta\) is used.

In the DCA, the freedom to choose the shape of the patches is exploited by choosing the patches such that one \((P_+)\) encloses the nodal region while the other one encloses the anti-nodal region \((P_-)\). The patching and the corresponding densities of states are shown in Fig. 6.2. It is motivated by the formation of Fermi arcs in these materials, which suggests that at low doping, spectral weight will accumulate in the nodal region while the anti-nodal region will be gapped,

![Diagram showing patching of the Brillouin zone and corresponding densities of states.](image)

**Figure 6.2:** Patching of the Brillouin zone and corresponding densities of states. The dashed line denotes the non-interacting \((U = 0)\) Fermi surface at \(\delta = 0.1\). From ARPES experiments, it is expected that the anti-nodal patch \((P_-)\) will be gapped while the nodal one \((P_+)\) will be metallic. Note that the van Hove singularity is contained in \(P_-\) and is directly at its lower band-edge. The pseudogap phase will appear when the system is hole-doped towards the van Hove singularity. Figure adapted from [32].
leading to a pseudogap in the local spectral function.

The cluster model is set up as in Eq. (3.18), with $N_c = 2$. As $\epsilon(\vec{k})$ is mostly negative in the nodal patch, the cluster on-site energy $\epsilon_+ = -\epsilon_-$ for the nodal patch will be negative, while for the anti-nodal patch it is positive. The self-consistency procedure is done as explained already in chapter 3.

Because no symmetry between $+\text{ and } -\text{ states can be exploited, we} \text{interleave them in the iNRG. } \text{As parameters for the NRG, } \Lambda = 3 \text{ was used to discretize the bath, } N_{\text{keep}} = 10000 \text{ SU(2) } \text{spin multiplets where kept and } n_z = 2 \text{ z-shifts were performed.}

6.3 DCA: Comparison to quantum monte carlo

We start the presentation of the NRG results and its comparison to the CTQMC results from [32] by looking at the spectral functions of the even and odd patches as a function of doping, shown in Fig. 6.3. For the anti-nodal patch, we see that with NRG, $A_-(\omega)$ develops a gap below the doping $\delta_c = 0.16$. Further, a sharp central peak is visible which is centered at $\omega = 0$ at $\delta = 0.2$ and moves to positive frequencies below $\delta_c = 0.16$, giving way to the gap. This gap becomes broader with smaller doping, while the peak moves away from $\omega = 0$ to ever larger positive frequencies. It should be noted that this peak is due to the van Hove singularity present in the anti-nodal patch.

Generally, CTQMC produces qualitatively similar results, though the exact values differ. Note however that for CTQMC, no true gap develops, but rather only a pseudogap. Also, the overall height and sharpness of the central peak is much lower, especially at large doping. Nevertheless, the critical doping, at which the central peak becomes centered at $\omega = 0$, is the same for both methods.

The spectral function for the nodal patch, $A_+(\omega)$, on the other hand, remains metallic for all doping levels shown in Fig. 6.3. Its total spectral weight at $\omega = 0$ increases quite considerably for the NRG result, while in CTQMC, this is more marginal. Also for CTQMC, the peak at negative energies, shown in the inset, reduces in height with increased doping and moves towards $\omega = 0$. For NRG, the total peak height roughly stays the same when doping is increased, though it also moves towards $\omega = 0$. Still, both methods produce qualitatively very similar results.

All in all, the behavior of the spectral function in the nodal and anti-nodal regions show that below a critical doping $\delta_c \simeq 0.16$, a pseudogap develops in the local spectral function $0.5 \cdot (A_+(\omega) + A_-(\omega))$, due to the gap opening in the anti-nodal patch. This also means that there are no coherent quasiparticles in the anti-nodal region below $\delta_c$. This is also observed in ARPES experiments [70], where spectral weight, for low hole doping, starts to develop in the nodal region first, finally spreading from there to the anti-nodal region when doping is increased.

We will now have a look at the real-part of the self-energy at $\omega = 0$, which will provide us with a mechanism for the gap formation in the nodal patch, discussed above. Re$\Sigma_\pm(0)$ is shown as a function of doping in Fig. 6.4. Note that the CTQMC in the right panel of Fig. 6.4 are given by the diamonds only, while the solid line was obtained obtained via slave boson methods and are presented and discussed in the same reference [32] the CTQMC results are taken from. For the shown NRG results, the solid line is a guide to the eye, connecting the data points denoted by diamonds. First of all, we see that the CTQMC and NRG results are quite similar and almost
match quantitatively. We see that at large doping, the self-energies at \( \omega = 0 \) for the nodal and anti-nodal patches are almost the same, indicating that single-site DMFT should produce quite accurate results there. As the doping is lowered, \( \text{Re} \Sigma_+(0) \) remains almost constant, while \( \text{Re} \Sigma_-(0) \) significantly increases, which pushes \( \mu - \text{Re} \Sigma_-(0) \) below the lower non-interacting band edge of the anti-nodal patch at \( \epsilon_{\text{min}} = -0.38 \). This means that the \( \vec{k} \)-dependent Green’s function for the anti-nodal patch has no poles at \( \omega = 0 \), rendering it gapped. As the doping is lowered, the \( \mu - \text{Re} \Sigma_-(0) \) becomes ever smaller, which increases the size of the gap.

The doping dependence of the anti-nodal gap is shown in Fig. 6.5, where \( \Delta \) is the energy of the lowest positive energy poles in the anti-nodal Green’s function, calculated via

\[
\Delta + \mu - \epsilon_{\text{min}} - \text{Re}(\Sigma_-(\Delta)) = 0
\]

Figure 6.3: Spectral functions for the anti-nodal (upper panels) and the nodal (lower panel) patches. The left panels show the NRG results produced for this thesis, while the panels on the right show the CTQMC results, published by Ferrero et al. in [32] (Fig. 7 and 9). In the main panels, a vertical shift of 0.2 for the anti-nodal spectral functions and of 0.3 for the nodal ones has been added. The inset shows a zoom into the region around \( \omega = 0 \), without any vertical shift. Note that the y-scale for the insets of the CTQMC results is off when compared to the scale of the main plot. Presumably, in the insets a factor of \( \frac{1}{\mu} \) is missing.

\[
\Delta + \mu - \epsilon_{\text{min}} - \text{Re}(\Sigma_-(\Delta)) = 0
\]
Figure 6.4: Doping dependence of the self-energy at $\omega = 0$. The results on the left were produced with NRG during this thesis, the diamonds denote data points while the lines are guides to the eye. On the right, results obtained from CTQMC (diamonds) and the slave boson method described in [32] (solid lines). In both figures, the dashed horizontal line denotes the lower band-edge of the anti-nodal patch, positioned at $\epsilon_{\text{min}} = -0.38$. The CTQMC figure on the right is taken from [32] (Fig. 3).

as in reference [32]. In Fig. 6.5 we see that for both NRG and CTQMC, starting at low doping, the gap continuously gets smaller before closing at $\delta_c = 0.16$. For NRG, it is slightly larger than for CTQMC at low doping. The NRG result suggests that it closes faster for low doping than shortly before reaching $\delta_c$, whereas CTQMC rather suggests a linear doping dependence of the gap. It should be noted that the doping dependence of the gap is surprisingly smooth using NRG compared to the CTQMC result.

To conclude the discussion on the Hubbard model, in Fig. 6.6 the doping dependence of statistical weights of various cluster states is given. Here, S (blue) denotes the spin-singlet, 1+ (green) the states with one electron in the nodal orbital, T (black) the spin-triplet and E (red) the empty state. Note that for NRG, the weight of the whole multiplet is shown, while for CTQMC, the weight of a single state. Therefore, to directly compare values, the 1+ data for CTQMC has to be multiplied by 2 and the T data by 3. We see that the two methods compare quite well, and for both methods, the pseudogap is singlet dominant while for increased doping, the empty and single electron states dominate. For a more information and a more detailed discussion, refer to [32].
Figure 6.5: Doping dependence of the gap in the anti-nodal patch. The left panel shows NRG results produced for this thesis while the right panel shows results obtained with CTQMC, taken from [32] (Fig.8).

Figure 6.6: Statistical weights of various cluster states. S denotes the intra-cluster singlet, 1+ the state with one electron in the nodal orbital, T the intra-dimer triplet and E the empty state. Note that for NRG, the weight of the whole multiplet is shown, while the CTQMC data shows the weight of single states. In the right panel, symbols denote CTQMC data while the solid bold lines show slave boson results. Note that for NRG, multiplet dimensions are included, while this is not the case for CTQMC. To directly compare the values, the CTQMC data for 1+ (green) has to be multiplied by 2 while the one for T (black) must be multiplied by 3. For more information, refer to [32] Fig. 15, where the CTQMC and slave boson data was adapted from.
7 Quantum criticality in the periodic Anderson model

We will now turn to a two-site CDMFT approximation of the periodic Anderson model (PAM). This model is thought to be capable of describing heavy fermion (HF) compounds, some of which show a critical point at $T = 0$, called a quantum critical point (QCP). Hints on a QCP in the PAM using two-site CDMFT was found by De Leo et al. [9, 8] using exact diagonalization (ED) and by Sun and Kotliar [71] and Tanasković et al. [72] using quantum monte Carlo (QMC). However, while ED is able to access the QCP, it is not able to reliably resolve the vanishing small energy scales occurring at the QCP. Together with overall limited data quality, ED did not allow for a close investigation of the QCP. QMC, on the other hand, provides high quality data, but is not able to reach low enough temperatures to closely investigate the QCP. The necessary analytic continuation of the Matsubara data adds to this problem. Because of these difficulties arising with ED and QMC, we are here reconsidering the problem with NRG. Due to its construction, revealing ever lower energy scales when going down the Wilson chain, NRG is perfectly suited to resolve the vanishing energy and diverging time scales appearing at the QCP.

This chapter is structured in the following way. First, a short review of the current experimental and theoretical situation is given, motivating the numerical setup used later. Then, the PAM is introduced, and some technical details regarding the CDMFT approximation is given. Last, the results obtained with CDMFT + NRG are presented, where first the low temperature physics on both sides of the QCP, but well away from it is given. This will then lead us to a closer investigation of the QCP, where we will focus on two aspects of it, motivated by the current experimental and theoretical situation introduced earlier.

7.1 Motivation

The name "heavy fermions" (HF) is used for a class of materials showing Fermi-liquid (FL) behavior with remarkable large quasiparticle masses, sometimes exceeding 1000 times the bare electron mass [73, 74]. Their physics is derived from broad conduction bands (c-bands) hybridized to narrow, localized $d$- or $f$-orbitals (henceforth denoted just by "$f$-orbitals"). Some of these materials can be tuned between a FL and an antiferromagnetic (AFM) phase, through a critical point at zero temperature. Such a quantum critical point (QCP) can for example be observed in YbRh$_2$Si$_2$ (YRS) [75], which, at $T = 0$, can be tuned from its AFM phase to a FL by applying pressure or a magnetic field. At finite temperatures near its QCP, YRS shows pronounced non-Fermi-liquid (NFL) behavior, for example a linear temperature dependence of the resistivity [75, 76] and a logarithmic temperature dependence of the specific heat increment $\gamma = \frac{\Delta C}{T}$ [75, 76, 77, 78], where $\Delta C = C(T) - C(0)$ and $C(T)$ is the specific heat at temperature $T$.

It is generally believed that quantum criticality in HF systems is driven by the competition between Kondo screening and the Rudermann-Kittel-Kasuya-Yosida (RKKY) interaction (see [17, 74, 73] for more details on this). When a localized magnetic moment is antiferromagnetically coupled to a conduction band, the conduction electrons will try to screen the moment, which is generally known as Kondo screening. This screening is associated with a certain energy scale,
Figure 7.1: Schematic phase diagram of heavy fermion materials, depending on temperature versus some tuning parameter, where for example a magnetic field (B) or pressure (P) can serve. At zero temperature, an antiferromagnetic (AFM) and a Fermi liquid (FL) phase can be observed in certain tuning parameter ranges, separated by a quantum critical point (QCP). Above a certain temperature scale, non-Fermi liquid (NFL) behavior can be observed. Whether the FL temperature vanishes at the QCP is not fully settled and may be material dependent [74].

called the Kondo temperature

\[ T_K \sim \exp \left( -\frac{1}{\rho_c J} \right) \]  

(7.1)

where \( \rho_c \) is the conduction electron density of states at the Fermi level and \( J \) is the antiferromagnetic coupling constant between the local moment and the local conduction electron spin. At energy scales below \( T_K \), the conduction band manages to screen the moment, thus quenching it, while at scales above \( T_K \), it will behave like a free magnetic moment. The conduction electrons, on the other hand, will be antiferromagnetically correlated with the local moment in its vicinity due to the coupling \( J \). If a second local moment is introduced close to the first one, it will feel this correlation, introducing an effective interaction between the two moments, termed the RKKY interaction. The strength of this effective coupling is of the scale

\[ E_{RKKY} \sim J^2 \rho_c \]  

(7.2)

While the sign of the RKKY interaction changes with impurity distance, we will in the following assume it to be antiferromagnetic, which is realized when the local moments are one lattice spacing apart in a roughly half-filled conduction band, as this case will be relevant later. The Kondo effect and the RKKY interaction will compete with each other for moment-bath and moment-moment singlet formation, respectively. As they come with different functional dependencies on the coupling \( J \), Kondo screening will dominate at large \( J \) while the RKKY interaction dominates the low \( J \) regime. This competition is particularly interesting when a local moment resides on every lattice site, as then a phase transition between an RKKY dominated and a Kondo dominant phase can be expected [79]. Such a Kondo-lattice model is believed to qualita-
tively describe most of the physics relevant to HF systems. The local moments in these systems are generated by the localized $f$-orbitals, where a strong Coulomb repulsion prevents double occupancy thereby suppressing charge fluctuations and leaving a singly occupied orbital with a spin degree of freedom. This spin degree of freedom is then antiferromagnetically coupled to the $c$-bands via virtual hopping between $c$ and $f$ states. When charge fluctuations are integrated out, one is then left, at low energy scales, with a Kondo lattice model.

While the existence of a QCP between a Kondo and an RKKY regime is well established, the nature of the QCP is still an unsettled issue. Regarding the QCP, there are two main scenarios under consideration [73, 74, 80]:

**Hertz-Millis theory (Spin density wave instability)**

Hertz-Millis theory [81, 82] describes the QCP as a spin density wave instability of the heavy Fermi liquid. Near the critical point, the quasi-particles are scattered by the critical spin density wave, but remain intact and evolve smoothly across the QCP. In particular, the specific heat increment, proportional to the inverse quasi-particle weight $Z^{-1}$, remains finite and the Fermi surface and together with the Hall coefficient $R_H$ evolve smoothly across the QCP.

**Kondo breakdown (KB)**

In this scenario, in contrast to Hertz-Millis theory, the heavy quasiparticles break up at the transition. While in the Kondo regime, the QP are compounds of $c$ and $f$ states, in the RKKY regime the $f$ states form local moments immersed in a Fermi liquid formed by the $c$-bands. Thus the Fermi surface (FS), incorporating both $c$ and $f$ electrons in the Kondo regime (large FS), jumps to a small FS incorporating only the $c$ electrons in the RKKY phase. This means that Luttingers theorem [83], which relates the Fermi surface volume $V_{FS}$ to the particle number $n_e$, suddenly becomes violated when going from the Kondo to the RKKY phase. This proposed jump of the effective carrier density $n_e$ may lead to a jump of the Hall coefficient [80] $R_H \sim \frac{1}{n_e}$ at the QCP. Because the quasiparticles break up at the transition and are not smoothly connected across it, the quasiparticle residue $Z$ needs to go to zero and the specific heat increment is expected to diverge. A complete and final description of the KB critical point is still missing, even though a lot has been proposed (e.g. [84, 85, 80]). An experimental example of a KB QCP can be found in the material YRS, already mentioned above. Most notable, a crossover of the Hall coefficient, which sharpens as $T \to 0$ and suggests a jump at $T = 0$, can be observed [86, 87] (see Fig. 7.2). In the following, based on the study done in [8, 9], the QCP in HF systems will be investigated using the periodic Anderson model (PAM) in a two site CDMFT approximation, as this is the minimal cluster size able to capture the competition of Kondo screening and RKKY interaction. We will thereby focus on a KB scenario, where experimental evidence on YRS [88, 89] shows that the antiferromagnetic and KB QCPs are distinct and can be separated by e.g. chemical pressure, suggesting frustration as an additional tuning parameter [90]. Therefore, as this also lowers the computational complexity, we will not allow for spin rotation symmetry breaking, thereby focusing on an artificially highly frustrated case.
Figure 7.2: Experimental data on the crossover of the Hall coefficient in YbRh$_2$Si$_2$, measured by Paschen et al. [86] (Fig. 3a and 2b). On the left, the experimental phase diagram is shown in the temperature-magnetic field plane. YRS can be tuned with the magnetic field along a magnetically "hard" axis ($B_1$) and an 'easy' axis ($B_2$), where around $\sim 11$ times weaker fields are necessary compared to the "hard" axis. On the large field side for low temperatures, Landau Fermi liquid (LFL) behavior is observed, which crosses over to non Fermi liquid behavior at a temperature around $T^\star$. For low fields, YRS is antiferromagnetic (AF) below the Néel temperature $T_N$. The left panels shows the Hall coefficient measured by tuning along the "easy" axis, where the points denote measurements and the curves a best fit. $R_H$ is normalized its value at a crossover field $B_0$, obtained from the fit. This crossover field is also shown in the phase diagram on the left by red (from measurement along "hard" axis) and green (measured along "easy" axis) dots. The dashed line marked by $T_{Hall}$ shows the crossover line fitted to the experimental data. For $T \to 0$, the Hall coefficients on the right, which correspond to the green dots on the left, suggest a discontinuous jump. For more information, see [86].
7.2 Technical details

To study the KB critical point, the periodic Anderson model (PAM)

\[ H_{\text{PAM}} = H_f + H_c + H_{c-f} \]

\[ H_f = (E_f - \mu) \sum_{i,\sigma} f_{i,\sigma}^\dagger f_{i,\sigma} + U \sum_i n_{i,\uparrow}^f n_{i,\downarrow}^f \]

\[ H_c = -\mu \sum_{i,\sigma} c_{i,\sigma}^\dagger c_{i,\sigma} - t \sum_{(i,j),\sigma} c_{i,\sigma}^\dagger c_{j,\sigma} \]

\[ H_{c-f} = V \sum_{i,\sigma} (f_{i,\sigma}^\dagger c_{i,\sigma} + \text{h.c.}) \] (7.4)

was employed. Here, \( f_{i,\sigma} \) are annihilation operators for localized \( f \)-orbitals while \( c_{i,\sigma} \) annihilate electrons in broad conduction bands \( (c \text{-orbitals}) \). Electrons in the \( f \)-orbitals are tightly bound by a binding energy \( E_f \) but also interact strongly via the density-density interaction \( U \), while no direct hopping between \( f \)-orbitals is allowed. In contrast to that, \( c \)-electrons do not interact, but may hop between nearest neighbors with amplitude \( t \). The electrons can locally move from \( c \) to \( f \) states with a hybridization strength \( V \), described by \( H_{c-f} \).

In the following, we will consider the PAM on a \( d = 3 \) cubic lattice, where the dispersion relation reads

\[ \epsilon(\vec{k}) = -2t \sum_{\alpha=1}^{3} \cos(k_\alpha) \] (7.5)

with the lattice spacing again set to 1. The band-width was set to \( W = 12|t| \equiv 2 \), while with \( U = 10 \), \( E_f = -5.5 \) and \( \mu = 0.2 \), an electron doped model is considered. These parameters were based on the studies done in \([8, 9]\). If not explicitly mentioned otherwise, all calculations were done at a temperature of \( T = 10^{-8} \).

The PAM is, as in \([8, 9]\), approached in a two site CDMFT approximation, to capture the competition between Kondo and RKKY physics. For that, the simple cubic lattice is tiled into

Figure 7.3: Tiling of a \( d = 3 \) simple cubic lattice into a face-centered cubic super-lattice of two-site clusters.
a face-centered cubic super-lattice of two-site clusters, illustrated in Fig. 7.3. The $f$-electron
Green’s function then reads

$$G_f(\vec{k}, \omega) = \left( \omega + \mu - E_f - V^2 \mathbf{c}, \omega \right)^{-1}, \quad (7.6)$$

where $G_{\mathbf{c},0}(\vec{k}, \omega)$ is the $c$-electron Green’s function at $V = 0$. It is given by

$$G_{\mathbf{c},0}^{-1}(\vec{k}, \omega) = \begin{pmatrix} \omega + \mu & e^{ik_x} \epsilon(\vec{k}) \\ e^{-ik_x} \epsilon(\vec{k}) & \omega + \mu \end{pmatrix}, \quad (7.7)$$

where we have assumed that the clusters are aligned in $x$-direction. When setting up the cluster model

$$H_{\text{cluster}} = H_{\text{cl}} + H_{\text{bath}} + H_{\text{hyb}}$$

$$H_{\text{cl}} = (E_f - \mu) \sum_{i=1,2,\sigma} f_i^\dagger f_i, + U \sum_{i=1,2} n_i^f n_i^f$$

$$H_{\text{bath}} = \sum_{i=1,2,\lambda,\sigma} \epsilon(\lambda,i) a_i^\dagger a_i, \quad (7.8)$$

$$H_{\text{hyb}} = \sum_{i,j,\lambda,\sigma} \left( V_{\lambda,i,j} f_i^\dagger a_{\lambda,j} + h.c. \right),$$

only the interacting $f$-orbitals are considered explicitly while the non-interacting $c$-band is put into the bath together with the dynamical mean field. The self-consistency equation then reads

$$G_{f,\text{loc}}(\omega) = \int_{-\pi}^{\pi} \frac{d^3 \vec{k}}{(2\pi)^3} G_f(\vec{k}, \omega) \mathbf{cl}(\omega) \equiv G_{\text{cl}}(\omega) = (\omega + \mu - E_f - \Delta(\omega) - \Sigma_{\text{cl}}(\omega))^{-1}, \quad (7.9)$$

where $\Delta(\omega)$ is the hybridization function.

Note that the $\vec{k}$-integral cannot simply be done in this form with the tetrahedron method as $G_{\mathbf{c},0}(\vec{k}, \omega)$ has a branch cut on the real axis and therefore is not a smooth function of $\vec{k}$. $G_{\mathbf{c},0}(\vec{k}, \omega)$ therefore needs to be pulled out of the denominator. Furthermore, we can lump up the $k_y$ and the $k_z$ direction into a DOS integration, leaving in total only a two dimensional integration which is much easier to perform. All in all, the integral then reads

$$G_{f,\text{loc}}(\omega) = M_{\text{cl}}(\omega) + V^2 M_{\text{cl}}(\omega) \int_{-\pi}^{\pi} \frac{dk_x}{2\pi} \int_{-1}^{1} d\varepsilon \rho_{2D}(\varepsilon) \left( G_{\mathbf{c},0}^{-1}(k_x, \varepsilon, \omega) - V^2 \mathbf{M}(\omega) \right)^{-1} M_{\text{cl}}(\omega) \quad (7.10)$$

where

$$\rho_{2D}(\varepsilon) = \int_{-\pi}^{\pi} \frac{d^2 \vec{k}}{(2\pi)^2} \delta(\varepsilon + 0.5(\cos(k_x) + \cos(k_y))) \quad (7.11)$$

is the DOS of a 2D square lattice,

$$G_{\mathbf{c},0}^{-1}(k_x, \varepsilon, \omega) = \begin{pmatrix} \omega + \mu & -2te^{ik_x} (\cos(k_x) + 2\varepsilon) \\ -2te^{-ik_x} (\cos(k_x) + 2\varepsilon) & \omega + \mu \end{pmatrix}, \quad (7.12)$$

the inverse $c$-Green’s function at $V = 0$ and

$$M_{\text{cl}}(\omega) = (\omega + \mu - E_f - \Sigma_{\text{cl}}(\omega))^{-1} \quad (7.13)$$
is the cluster cumulant. This also gives a relation between the local cluster $f$-Green’s function $G_{f,\text{loc}}(\omega)$ and the corresponding $c$-Green’s function $G_{c,\text{loc}}(\omega)$.

The cluster model Eq. (7.8) is solved via the interleaved NRG, where the bonding and antibonding
\[ f_{\pm,\sigma} = \frac{1}{\sqrt{2}}(f_{1,\sigma} \pm f_{2,\sigma}) \tag{7.14} \]
states where interleaved, as these are not related by the lattice inversion symmetry. As parameters for the NRG, the discretization parameter was set to $\Lambda = 3$, the number of kept states at each iNRG iteration was $N_{\text{keep}} = 10000$ and $n_z = 2$ $z$-shifts were conducted.

In the following, only translation invariant solutions will be considered and to compute continuous lattice quantities after convergence, reperiodization will be done via the cumulant
\[ M(\vec{k},\omega) = (M_{cl})_{1,1}(\omega) + (M_{cl})_{1,2}(\omega) \cdot \frac{1}{3} \sum_{a=1}^{3} \cos(k_a) \ . \tag{7.15} \]
Later, also the Hall coefficient $R_H$ will be calculated from the reperiodized result via the equations (4-18) given in [91]. Note that the spectral function in Eq. (4,5) of [91] is only the $c$-electron one, as the $f$-electrons lack a direct, non-local hopping term and therefore do not directly contribute to linear electromagnetic transport.

### 7.3 Low temperature physics far from the transition

To set the stage for examining the QCP, we first want to investigate the behavior on both sides of it far from the transition. We begin with showing the local cluster spectral function of both the $c$- and $f$-orbitals in the RKKY regime ($V = 0.4$) and the Kondo phase ($V = 0.7$) in Fig. 7.4. The QCP lies closer to the shown RKKY result at $V_c \simeq 0.4575$ and the Hubbard bands are positioned at $\omega \sim \pm 5$, well out of the shown frequency range.

In the Kondo phase, a clear Kondo resonance at the Fermi level is visible. Also, the $c$- and $f$-electron spectral functions are of the same magnitude at $\omega = 0$, indicating that both are itinerant and contribute to the Fermi surface. We therefore expect that Luttinger’s theorem Eq. (7.3) is obeyed. On the logarithmic scale, it can be seen that the Kondo peak has a width of $\sim 10^{-2} - 10^{-3}$, which indicates that the Fermi liquid temperature $T_{\text{FL}}$, which is discussed later together with Fig. 7.6, is of this order. The quasiparticle residue Eq. (7.16) is $Z = 0.0291$ for $V = 0.7$, which means that the quasiparticle masses are enhanced by a factor $Z^{-1} \simeq 35$. Notice also the large pseudogap at negative frequencies, which is most prominently visible in the $c$-orbital spectral function. This is the hybridization gap, already opening up in the $U = 0$ case due to $V$. It therefore signals that $f$ and $c$ electrons are strongly hybridized and suggests that the Kondo phase is adiabatically connected to the $U = 0$ case.

This is in stark contrast to the RKKY phase, where the hybridization gap is missing, indicating that $c$- and $f$-orbitals are mostly decoupled. An even clearer indicator for this is the missing Kondo peak, which has been replaced by a pseudogap, and the much smaller spectral weight near $\omega = 0$ compared to the Kondo phase. It is therefore expected that the $f$-electrons do not contribute to the Fermi surface any more. As the $f$-orbitals are nevertheless roughly singly occupied, Luttingers theorem Eq. (7.3) is violated as a result. Also notice the peaks in the $f$-spectral function at $|\omega| \sim 10^{-4}$ and the corresponding suppressions in the $c$ spectral function.
It turns out that this is the energy scale of antiferromagnetic spin fluctuations on the RKKY side (see Fig. 7.10 and the discussion around it), which are not only quite large, but also fairly localized in energy in this phase. One may infer that quasiparticles are therefore only well defined up to $|\omega| \lesssim 10^{-4}$ and are broken up by violent spin fluctuations at $\omega \sim \pm 10^{-4}$. As a result, the Fermi liquid temperature $T_{FL}$ (see discussion on Fig. 7.6) should be of this order. In the numerical calculation, it is found that the quasiparticle residue at $V = 0.4$ is $Z = 3.26 \cdot 10^{-5}$, which at a first glance is surprising as one might expect $Z$ to be large when the $c$-orbitals are decoupled from the $f$ ones, at least larger than in the Kondo phase. Such a comparably small quasiparticle residue, indicated by measurements of the specific heat increment $\gamma$, has also been found in experiments [78] and is to our knowledge to date still unexplained.

The quasiparticle residue

$$Z = \left( 1 - \left. \frac{\partial \Sigma(\omega)}{\partial \omega} \right|_{\omega=0} \right)^{-1}$$

(7.16)
Figure 7.5: Real and imaginary part of the cluster self-energy in the Kondo ($V = 0.7$) and the RKKY ($V = 0.4$) regime. The insets show a zoom into the low frequency dependence.

can be calculated from the self-energy, shown in Fig. 7.5. We see that in the RKKY phase, the real part of $\Sigma_{1,1}$ indeed has a slope of order $10^4$, while $\Sigma_{1,2}$ has a local minimum at $\omega = 0$. This means that $Z$ is of the order of $10^{-4}$ for both the bonding and the anti-bonding cluster states, suggesting that $Z$ is uniform over momenta. On the RKKY side, one further immediately notices the peaks at $|\omega| \simeq 10^{-4}$ in both the real and the imaginary part of $\Sigma$, associated with scattering due to AFM spin excitations. From the imaginary part, we see that the scattering rates at $\omega \simeq \pm 10^{-4}$ are quite large, though they differentiate between bonding and anti-bonding. While hole excitations have low scattering rate in the anti-bonding state, they are strongly scattered in the bonding orbital, and vice versa for particle excitations. This in turn means that the scattering rates at $\omega \simeq 10^{-4}$ are strongly non-local and therefore momentum dependent. Overall, the non-local part of the self-energy is comparable to the local one in the RKKY phase, reflecting the large non-local antiferromagnetic correlation of the $f$ orbitals by the RKKY interaction.

In the Kondo regime however, the situation is vastly different. Here, the non-local part of the self-energy is practically negligible compared to the local one, reflecting that $f$- and
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Figure 7.6: NRG flow of the low energy spectra along the Wilson chain, rescaled by their respective energy scale. The spectra are shown for even (\( \equiv \) even number of Wilson chain sites) NRG iterations only. \( Q \) and \( S \) denote the total charge and spin quantum numbers of the states, respectively. The system is in the Kondo phase for \( V = 0.7 \) and in the RKKY phase for \( V = 0.4 \).

c-orbitals become locally strongly entangled by forming Kondo singlets, leaving no room for non-local antiferromagnetic \( f-f \) correlations. It should also be noted that the overall scale of the self-energy in the Kondo phase is considerably smaller than in the RKKY regime, while also showing much less complex frequency behavior, suggesting that the Kondo phase is generally less correlated. Surprisingly, the imaginary part of \( \Sigma \) on the Kondo side is of order \( 10^{-2} \) at \( \omega = 0 \), which is quite large and uncommon for a Fermi liquid at \( T = 0 \). On the other hand, a Fermi liquid like \( \omega^2 \) behavior at low frequencies can be observed. For the RKKY side of the transition, the imaginary part of the self-energy seems not to follow a \( \omega^2 \) dependence, but rather some larger power law at low frequencies. While this is not completely at odds with a well defined, coherent quasiparticle part in the spectral function, it nevertheless poses the question if at low energies, the system is indeed described as a Fermi liquid.

Fortunately, this can unambiguously be resolved by looking at the flow of the finite size spectra generated by the NRG, shown in Fig. 7.6. Here, the lowest few eigenstates at even NRG iterations, rescaled by their respective energy scale, is depicted. We see, that in both the Kondo and the RKKY regime, a low energy fixed point with a Fermi liquid spectrum is reached at energy scales below \( \sim 10^{-3} \) and \( \sim 10^{-4} \), respectively, as in both cases in this fixed point, the low energy spectrum is completely determined by the lowest single particle excitations. The crossover region to the stable Fermi liquid fixed point is therefore at an energy scale well above the temperature \( T = 10^{-8} \) namely at \( \sim 10^{-4} \) in the RKKY and \( \sim 10^{-3} \) in the Kondo phase and coincide with the Fermi liquid temperatures conjectured in the discussion above. In the RKKY phase, an intermediate, unstable fixed point between energy scales \( 10^{-3} \) and \( 10^{-1} \) can be made out. Its nature is to date unknown to us, though it is certainly interesting to investigate it, as it governs the high temperature physics at \( V = 0.4 \) and might describe the non-Fermi liquid behavior observed in experiments. For the Kondo regime, the eigenenspectrum flows much faster towards the Fermi liquid, and no intermediate fixed point can be made out over a finite energy range. When approaching the KB QCP, we expect that the crossover scale towards the Fermi liquid goes to zero and as a result, the physics at any finite temperatures will be governed by
Figure 7.7: Total $\vec{k}$-resolved spectral function on a linear (upper panels) and a logarithmic (lower panels) frequency scale. The $\vec{k}$-path is chosen from $X = (\pi, \pi, 0)$ over $\Gamma = (0, 0, 0)$ to $\Pi = (\pi, \pi, \pi)$. For reference, the dispersion at $V = 0$ (blue dashed line) and the chemical potential (green horizontal line) are drawn. For $V = 0.7$, the system is in a Kondo phase while for $V = 0.4$ it is in an RKKY phase.

Before studying the QCP itself, we would first like to investigate the bandstructure and the Fermi surface of the RKKY and Kondo phases well away from the transition. To accomplish this, the converged cluster result is reperiodized using Eq. (7.15). We test the quality of the interpolation by computing the local spectral functions with the reperiodized self-energy, shown as dashed lines in Fig. 7.4. It can be seen that the reperiodized result matches the one obtained directly from the cluster model quite well. With the quality established, will now have a look at the total $\vec{k}$-resolved spectral function $A_c(\vec{k}, \omega) + A_f(\vec{k}, \omega)$, shown as an intensity map in Fig. 7.7. On the RKKY side, shown in the left panels, the spectral function mostly follows the $V = 0$ dispersion (dashed blue line) of the $c$-electrons. However, on the logarithmic frequency scale, flat features at $|\omega| \sim 10^{-4}$ can be seen, associated with antiferromagnetic excitations.
Figure 7.8: Fermi surfaces on both sides ($V = 0.7$: Kondo, $V = 0.4$: RKKY) of the QCP in one octant of the first Brillouin zone. The actual Fermi-surface is shown in red and defined by Eq. (7.17) while the $V = 0$ Fermi-surface is shown in green as a reference. On the RKKY side, a $\Sigma(\vec{k}, \omega = 0) = \infty$ surface shows up which is numerically calculated from $\text{Re}(M(\vec{k}, \omega = 0)) = 0$. The $\Gamma = (0, 0, 0)$-point in the upper left corner while the $\Pi = (\pi, \pi, \pi)$ point is in the lower right corner.

Notably, for $|\omega| > 10^{-4}$, the spectral function becomes considerably broader and scattering seems to be enhanced compared to the $|\omega| < 10^{-4}$ range, where an extremely thin band suggests that quasiparticles are unaffected by scattering. The most obvious difference from the $V = 0$ bandstructure can be observed at $\omega = \pm 10^{-4}$ itself, where the $V = 0$ band seems to be disconnected, such that a three band structure rather than a single band is suggested. The band which crosses the Fermi level is thereby squeezed between $-10^{-4} < \omega < 10^{-4}$, rendering it extremely flat, in line with the small quasiparticle residue discussed earlier. Nevertheless, the crossing of the Fermi level coincides with the $V = 0$ case, suggesting a respective Fermi surface, as expected in the RKKY regime.

In contrast, on the Kondo side, the spectral function crosses the Fermi surface at a considerably
different point, hinting that the Fermi surface may reconstruct at the QCP in between, as expected in the KB scenario. In total, the spectral function on the Kondo side is as expected, and its two band structure can be inferred from the $U = 0$ case, as already mentioned earlier. Turning on $U$ then renormalizes the bands, but leaves the crossing of the Fermi level of the upper band as a Kondo resonance. The only notable qualitative difference from the $V = 0$ case is the relative broadness of the spectral function, even at small $\omega$, which is related to the non-zero imaginary part of $\Sigma(\omega = 0)$ already discussed earlier.

To conclude the discussion on the physics well away from the QCP, we will have a look at the Fermi surfaces, shown in Fig. 7.8 in one octant of the first Brillouin zone. All other octants can easily be obtained via the symmetries of the cubic lattice. The FS was calculated by searching the zeros of the real part of the inverse $c$-electron Green’s function at the Fermi level.

$$\text{Re} \left( \mu - \epsilon(\vec{k}) - V^2 M(\vec{k}, \omega = 0) \right) = 0 \quad .$$

(7.17)

As long as the imaginary part of $\Sigma(\omega = 0)$ is not too large, this coincides well with the real part zeros of the inverse $f$-orbital Green’s function. For the data shown in Fig. 7.8, this was explicitly checked and it was further confirmed that the surface coincides with the intensity maxima of the spectral functions at $\omega = 0$. In Fig. 7.8, the Fermi surface of the $c$-electrons at $V = 0$ is also shown as a reference. Note that for finite $V$, the inverse $f$-electron Green’s function has poles on this surface, thus $G_f(\vec{k}, \omega = 0)$ is zero there. A second surface of zeros of $G_f$ also appears on the RKKY side, where the self-energy has a surface of divergencies. Thereby, the Fermi surface, where $\text{Re}(G_f^{-1}(\vec{k}, \omega))$ becomes zero, is sandwiched between two surfaces where the inverse $f$-orbital Green’s function diverges, suppressing its spectral weight at $\omega = 0$ and thus decoupling it from the $c$-states.

On the Kondo side, no $\Sigma(\vec{k}, \omega = 0) = \infty$ surface can be observed, thus its appearance is a clear feature of the RKKY phase. The Fermi surface on the Kondo side is centered around the $\Gamma = (0, 0, 0)$-point, opposed to the $V = 0$ Fermi surface and the one on the RKKY side, which are both centered around $\Pi = (\pi, \pi, \pi)$. Therefore, the charge carriers on the Kondo side are particle like, while on the RKKY side, they are hole like. This implies that we can expect the Hall coefficient

$$R_H \equiv \frac{1}{q_H \cdot n_H} \quad (7.18)$$

where $n_H$ is the effective Hall carrier density and $q_H$ their charge, to be negative on the Kondo side ($q_H = -e$, where $e$ is the elementary charge), while it will be positive for the hole like carriers in the RKKY side.

7.4 Evolution across the QCP

After the discussion of the Kondo and RKKY phases well away from quantum criticality, we would like to investigate the QCP itself, which was found to be at the critical hybridization $V_c = 0.4575$. This is done in two parts, which is due to two different reasons. First, we want to establish in this section whether the QCP is a Hertz-Millis type one or a Kondo breakdown critical point. To do that, we will examine the behavior of the two main hallmarks distinguishing them. This is the suppression of the Fermi liquid scale and the vanishing of the quasiparticle
Figure 7.9: Evolution of the $c$ (lower panels) and $f$ (upper panels) electron cluster spectral functions across the QCP, for both the bonding (left panels) and the anti-bonding (right panels) cluster states. The system is in a Kondo phase for $V > V_c = 0.4575$ and in an RKKY phase for $V < V_c$. Note the wiggles at low frequencies, which especially become quite large near $V = V_c$ on the Kondo side. These are due to underbroadening of the discrete spectral data, which seems to affect results more severely the closer they are to the transition. The wiggles can fortunately be tamed by using a larger broadening width. This should however be done self-consistently and not as a post-processing step. As this has not been done systematically yet, the underbroadened results are shown.

residue in the whole Brillouin zone at the Kondo breakdown QCP, in contrast to the Hertz-Millis QCP, in the first place, and the Fermi surface reconstruction with a corresponding change in the Hall coefficient in the KB scenario on the other hand. Second, when the suppression of the Fermi liquid scale is examined, there is no need for reperiodization, which means that all quantities used in this part are the self-consistent cluster quantities directly obtained from the CDMFT. To investigate the Fermi surface however, reperiodization is necessary, which is the reason why all results in the second part are obtained from the reperiodized self-energy, calculated via Eq. (7.15). As the reperiodization is somewhat ad hoc, a clear line dividing self-consistent and reperiodized results is nice to have.

7.4.1 Suppression of the Fermi liquid scale at the QCP

In the Kondo breakdown scenario of the heavy fermion QCP, the Fermi liquid temperature renormalizes to zero at the critical point. Therefore, when going from Kondo to RKKY, a new Fermi liquid arises and the quasiparticles of the Kondo and RKKY phases are not adiabatically connected. This in turn means that the quasiparticle residue $Z$ renormalizes to zero for all momenta and the specific heat increment $\gamma = \frac{\Delta C}{T} \sim Z^{-1}$ diverges.
Figure 7.10: Evolution of the imaginary part of the ferromagnetic (left panel) and the anti-ferromagnetic (right panel) spin susceptibility. For $V > V_c = 0.4575$, the system is in a Kondo phase while for $V < V_c$, it is in an RKKY phase.

The decrease of the Fermi liquid scale can be seen from the width of the Kondo peak in the $f$-spectral function, shown in Fig. 7.9. We see that for $V > V_c = 0.4575$, the Kondo peak gets considerably narrower as the transition is approached. This narrowing equally affects the bonding and the anti-bonding orbitals, suggesting that both $Z_+$ and $Z_-$ vanish at the QCP, which in turn means that $Z$ vanishes for all momenta. After the critical point, at $V < V_c$, the Kondo peak in the $f$-spectral function is replaced by a pseudogap, signaling that the $f$-$c$ composite quasiparticles at the Fermi surface have broken up. It should again be mentioned that this happens at the same time for bonding and anti-bonding, which means that the breakdown is uniform in $\vec{k}$-space and thus local in real space. Also, the absolute value of the $f$-spectral function at $\omega = 0$, while considerably different for bonding and anti-bonding on the Kondo side, is roughly equal after the KB on the RKKY side. All this suggests that the $f$-orbitals suddenly stop contributing to the coherent quasiparticle part of the spectral function at the Fermi surface when going through the QCP. Note however, that at $\omega \simeq \pm 10^{-4}$, new peaks are emerging, whose energy scale is roughly equal to the characteristic scale of antiferromagnetic excitations in the RKKY phase.

In contrast to the $f$-spectral function, which becomes of same magnitude at the Fermi level in the RKKY regime, the $c$-spectral function at $V = 0.455$ becomes almost gapped for the bonding state while it displays a narrow peak in the anti-bonding orbital. As the coherent part of the spectral function at $\omega = 0$ is contributed by the $c$-electrons, this means that the Fermi-surface moves from the $\Gamma$-point at $V > V_c$, which is represented by the bonding part, to the $\Pi$-point at $V < V_c$, represented by the anti-bonding spectral function. The resulting Fermi surface reconstruction and its implication on the Hall coefficient will be discussed in the second part of the discussion on the QCP.
Figure 7.11: Behavior of the inverse quasiparticle residue across the QCP. The critical hybridization $V_c = 0.4575$ is marked as a red dashed line, while for $V > V_c$, the system is in a Kondo phase and for $V < V_c$ in an RKKY phase. The blue line is obtained from renormalized perturbation theory (RPT) \cite{92, 93} at $T = 10^{-8}$ directly from the low energy Fermi liquid fixed point, while the green and yellow lines are obtained from a linear fit to the self-energy at $\omega = 0$ and Eq. (7.16) for $T = 10^{-8}$ and $T = 10^{-6}$, respectively. All results are averaged over bonding and antibonding contributions, which, at least in the shown parameter regime, differ by a factor of $O(1)$.

It is of course desirable to investigate what suppresses the Fermi liquid scale when going to the QCP and to identify the degrees of freedom which loose their characteristic energy scale and become quantum critical. As, on grounds of the competition of between Kondo effect and RKKY interaction, we suspect magnetic fluctuations to be a possible candidate for this, we will now investigate their density of states, shown in Fig. 7.10. Here, $\langle \vec{S}_i || \vec{S}_j \rangle (\omega)$ denotes the imaginary part of the retarded spin correlator in the real-space basis,

$$\langle \vec{S}_i || \vec{S}_j \rangle (\omega) = \int_{-\infty}^{\infty} dt \left(-i\Theta(t) \left[ \left[ \vec{S}_i(t), \vec{S}_j \right] \right] \right) e^{i\omega t} .$$

From the ferromagnetic (FM) part $\langle \vec{S}_1 || \vec{S}_1 \rangle (\omega) + \langle \vec{S}_1 || \vec{S}_2 \rangle (\omega)$, we see that the characteristic energy scale of FM spin excitations is well defined across the QCP, with an energy scale somewhere between $10^{-4}$ and $10^{-3}$, which increases as one moves from large to low $V$. Also, the overall scale of $\langle \vec{S}_1 || \vec{S}_1 \rangle (\omega) + \langle \vec{S}_1 || \vec{S}_2 \rangle (\omega)$ decreases as $V$ is lowered, as expected when the antiferromagnetic nature of the RKKY interaction is remembered.

In contrast to that, the overall scale of AFM susceptibility $\langle \vec{S}_1 || \vec{S}_1 \rangle (\omega) - \langle \vec{S}_1 || \vec{S}_2 \rangle (\omega)$ increases...
Figure 7.12: Energy level flow chart obtained from odd (upper panel) and even (lower panel) NRG iterations. The left panel shows the closest available solution to the QCP at $V_c = 0.4575$ in the RKKY phase while the right one shows the respective solution in the Kondo phase. The x-axis shows the energy scale of the respective NRG iteration, by which the eigenenergies are rescaled. Q and S denote the total charge and spin quantum numbers of the states, respectively.

when $V$ is lowered, and is overall of larger scale than the FM one. Most important however, the AFM excitations loose their characteristic energy scale when approaching the QCP. This is most clearly seen at $V = 0.46$, where the AFM fluctuations extend over roughly 3 decades in $\omega$. Note that the temperature is $10^{-8}$, which could already prevent the fluctuations to extend up to even lower energy scales than is the case here. At the QCP itself at $T = 0$, it is expected that the AFM spin excitation density of states extends from its high frequency cutoff at $\omega \simeq 10^{-4}$ down to $\omega = 0$, meaning that AFM spin fluctuations extend over arbitrary time scales, with a low time cutoff given by the frequency $\omega \simeq 10^{-4}$. On the RKKY side of the transition, we see that a characteristic energy scale at $\omega \simeq 10^{-4}$ emerges and AFM fluctuations can again be associated with a characteristic time or energy scale. The strong AFM fluctuations suggest that they break up coherent quasiparticles above ever lower energy scales, thereby renormalizing the Fermi liquid scale and the quasiparticle fraction $Z$ to zero.

That this is indeed the case, is shown in Fig. 7.11, where the inverse quasiparticle fraction, which is directly proportional to the specific heat increment $\gamma$, is displayed. It can be calculated, assuming Fermi liquid behavior, from a linear fit to the real part of the self-energy at $\omega = 0$.
and by invoking Eq. (7.16), or directly from the low energy Fermi liquid fixed point in the NRG flow using renormalized perturbation theory (RPT) [92, 93]. In general, the RPT result is more reliable, as it directly and solely accesses the Fermi liquid and is not affected by non-Fermi liquid effects showing up when the temperature reaches the Fermi liquid scale. Also and more importantly, the linear fit to the self-energy is prone to some arbitrariness. In Fig. 7.11, both the result from linear fitting and from RPT is shown. As the quasiparticle residue is not vastly different for bonding and anti-bonding channels, differing, at least for the shown parameters, only by a factor of $O(1)$, their mean value is shown. This is also owed to difficulties of distinguishing them in RPT, as bonding and anti-bonding cannot be easily separated due to missing conserved quantum numbers characterizing them unambiguously. From the RPT result in Fig. 7.11, we see that $Z^{-1}$ really diverges at the QCP, which reassures that the we are really dealing with a Kondo breakdown QCP and not a Hertz-Millis type one. The result from linear fitting at $T = 10^{-8}$ is consistently slightly larger, but nevertheless roughly follows the same trend, except for $V = 0.46$. There, the linear fit indicates a maximum, in contrast to RPT, which suggests that the Fermi liquid scale is already only of order $10^{-8}$ at $V = 0.46$. At the larger temperature $T = 10^{-6}$, this is more obvious. While away from the QCP, the result closely follows the $T = 10^{-8}$ line, it considerably deviates for $0.45 < V < 0.47$ and clearly does not diverge, indicating that in this parameter regime, the Fermi liquid scale is already smaller than $10^{-6}$. Note that $Z^{-1}$ is larger on the RKKY side than on the Kondo side, a peculiar phenomenon which also shows up in experimental results [78], and which we earlier ascribed to strong AFM spin fluctuations at $\omega \sim \pm 10^{-4}$. A clear explanation on firmer grounds however is still missing.

The suppression of the Fermi liquid scale can best be observed from the flow of the energy spectra generated by NRG, presented in Fig. 7.12. Here, the spectra for both even and odd NRG iterations, rescaled by their respective energy scale, are shown for both $V = 0.455 < V_c$ and $V = 0.46 > V_c$. First of all, in both cases a Fermi liquid spectrum can be observed in the low energy fixed point. The crossover scale to the Fermi liquid, however, is extremely low, at around $\sim 10^{-7}$ for $V = 0.455$ and $\sim 10^{-8}$ for $V = 0.46$, which is of the same order as the temperature used there. This explains the different behavior between the RPT and linear fit results for $Z^{-1}$ at $V = 0.46$ and $T = 10^{-8}$ in Fig. 7.11. Also, we observe an intermediate fixed point at energy scales above the Fermi liquid one, extending over several orders in energy scale. It is noticeable that this the intermediate fixed point extends over roughly the same energy scales as the AFM spin fluctuations in Fig. 7.10 at the respective $V$. This suggests that the critical spin fluctuations are described by this intermediate fixed point, though a determination of its nature is unfortunately still missing. Strikingly, the spectra for $V = 0.46$ and $V = 0.455$ are quite similar, though with even and odd iterations interchanged. This suggests that, when going from $V = 0.46$ to $V = 0.455$ over the QCP, some tightly bound object formed over early Wilson chain sites unbinds at the transition, or vice versa. Presumably, this is related the unbinding of $c$-$f$-orbital composites at the transition.

### 7.4.2 Fermi surface reconstruction

After establishing the suppression of the Fermi liquid scale at the QCP and the resulting vanishing of the quasiparticle fraction, we would like to have a look at the second hallmark of the
Figure 7.13: Evolution of the $\vec{k}$-resolved $f$-electron spectral function across the QCP on a logarithmic frequency scale. The critical hybridization is $V_c = 0.4575$ while for $V < V_c$ or $V > V_c$, the system is in an RKKY or a Kondo phase, respectively. It is shown on a $\vec{k}$ path going from $X = (\pi, \pi, 0)$ over $\Gamma = (0, 0, 0)$ to $\Pi = (\pi, \pi, \pi)$. The blue dashed line shows the $V = 0$ c-electron dispersion.

Kondo breakdown, namely the reconstruction of the Fermi surface, accompanied by an experimentally observable change in the Hall coefficient, displayed in Fig. 7.2. To do that, reperiodized results are required and therefore, all results following here are computed with a reperiodized self-energy, done via Eq. (7.15), except for the particle numbers shown in Fig. 7.16.

We begin by investigating the evolution of the $\vec{k}$ resolved spectral function for both the $f$-electrons (Fig. 7.13) and the $c$-orbitals (Fig. 7.14) across the QCP. From the $f$ spectral function in Fig. 7.13, we see that in the Kondo regime, it contributes considerable weight at the Fermi level. The Fermi surface is close to the $\Gamma$-point, as has already pointed out earlier. When moving towards the transition, we see that the spectral weight moves towards the $\Gamma$-point and gets considerably smeared out while it becomes increasingly hard to define a point where the spectral function crosses the Fermi level. This in turn means that the Fermi surface becomes somewhat indeterminate, and one may speak of Fermi surface fluctuations, a term used by Paschen et al. in [86]. At $V = 0.46$, where this is most extreme, the spectral weight becomes completely pulled towards the $\Gamma$-point and vanishes there at the QCP, to reappear at the $\Pi$-point after the QCP at $V = 0.455$. Note that despite the missing Kondo peak in the RKKY phase, spectral weight of the $f$-orbitals is still clearly visible crossing the Fermi level, though it readily dwindles when moving away from the transition. Also, the flat features near $\omega \simeq \pm 10^{-4}$ should be noted, which are part of the three band structure already mentioned earlier and appear at
Figure 7.14: Behavior of the $\vec{k}$-dependent $c$-electron spectral function across the QCP on a logarithmic $\omega$-scale. The path through the Brillouin zone goes from $X = (\pi, \pi, 0)$ over $\Gamma = (0, 0, 0)$ to $\Pi = (\pi, \pi, \pi)$. For $V > V_c = 0.4575$, shown in the upper panels, the system is in a Kondo phase, while for $V < V_c$, it is in an RKKY phase. As a reference, the $V = 0$ dispersion is shown as a blue, dashed line.

the typical energy scale for AFM spin fluctuations in the RKKY phase. We see in Fig. 7.14, that the three band structure is completed by the $c$-electrons, which is needed to cross the lines of the $V = 0$-dispersion, denoted by the dashed blue line, where the $f$-electron Green’s function necessarily has zeros.

For the $c$-electrons, we further see that in the Kondo phase, locations with reduced spectral weight start to develop at $V = 0.47$ below $\omega \simeq \pm 10^{-4}$, which become more extended when further moving towards the QCP. Presumably, this is connected to the AFM spin fluctuations becoming quantum critical, extending from $\omega \simeq \pm 10^{-4}$ towards ever lower energies. Directly before the transition, the spectral weight becomes extremely smeared out over $\vec{k}$ near $\omega = 0$, as was already observed for the $f$-orbitals. However, the $c$-electrons contribute considerably less weight at the Fermi level. This suddenly changes on the RKKY side of the QCP, at $V = 0.455$, where the $c$-electrons not only contribute considerably more spectral weight at the Fermi level than the $f$ ones, but the point of crossing $\omega = 0$ also becomes well defined again. It is noticeable that the $c$ spectral function around $\omega = 0$ becomes sharper as $V$ is further lowered, signaling its decoupling from the $f$-orbitals. All in all this suggests that the Fermi surface gets pulled towards the $\Gamma$-point when approaching the QCP from the Kondo side and jumps to the $\Pi$-point at the QCP, to then settle at the $V = 0$ Fermi surface when $V$ is further lowered.

That this is indeed the case can be seen from the illustration of the Fermi surface across the
Figure 7.15: Illustration of the Fermi surface (red) reconstructing across the QCP, shown in one octant of the Brillouin zone. The $\Gamma = (0, 0, 0)$-point is in the upper left corner while the $\Pi = (\pi, \pi, \pi)$ is in the lower right corner. In the upper panels, the system is in the Kondo phase while in the lower ones, it is in the RKKY phase. For reference, the $V = 0$ Fermi surface (green) is shown. In the RKKY phase, a $\Sigma(\vec{k}, \omega = 0)$-surface (blue) shows up, calculated via $\text{Re}(M(\vec{k}, \omega = 0)) \neq 0$.

QCP in Fig. 7.15. Here, the Fermi surface was again determined by the zeros of the inverse $c$-electron Green’s function at $\omega = 0$, Eq. (7.17). However, at $V = 0.46$, the real part zeros of the inverse $f$-electron Green’s function gives a surface even closer to the $\Gamma$-point (not shown) than the one shown, a clear manifestation of the Fermi surface fluctuations already discussed above. Starting from the Kondo side at $V = 0.47$, we see that the Fermi surface closes in towards $\Gamma$, reducing in volume. Note that the particle number on the other hand does not decrease, but rather slightly but almost unnoticeable increases, as shown in Fig. 7.16. After the transition on the RKKY side at $V = 0.455$, the Fermi surface jumps towards the $\Pi$-point, accompanied by the emergence of a $\Sigma(\vec{k}, \omega = 0) = \infty$ surface between $\Pi$-point and Fermi surface. As already mentioned, the Fermi surface then quickly moves towards the corresponding $V = 0$ surface.
Figure 7.16: Evolution of the actual particle densities and the density calculated from the Fermi surface volume via Luttingers theorem Eq. (7.3) across the QCP. The red dashed line shows the critical hybridization $V_c = 0.4575$, while the inset shows a larger range of $V$. For $V > V_c$, the system is in the Kondo phase while for $V < V_c$, it is in the RKKY phase.

Figure 7.17: Evolution of the Hall coefficient $R_H$ across the QCP for different temperatures, normalized to its value $R_{H,0}$ at $V = 0$. While at large temperatures ($T = 10^{-4}$), a smooth crossover can be observed, which sharpens when temperature is lowered ($T = 10^{-6}$), the Hall coefficient finally diverges close to $T = 0$ ($T = 10^{-8}$). The critical point is at $V_c = 0.4575$, denoted by the red dashed line, while for $V > V_c$ or $V < V_c$, the system is in a Kondo or RKKY phase respectively. To be compared with the experimental results in Fig. 7.2.
followed by the $\Sigma(\vec{k}, \omega = 0) = \infty$ surface. It finally becomes sandwiched between these two surfaces, leading to the suppression of $G_f(\vec{k}, \omega = 0)$ at the Fermi surface as it has zeros at both the $V = 0$ and $\Sigma(\vec{k}, \omega = 0) = \infty$ surfaces.

The change in the Fermi surface described here of course leads to a corresponding difference in actual particle number and the one predicted via the Fermi surface volume by Luttingers theorem Eq. (7.3). This is shown in Fig. 7.16, where both the actual particle numbers and the ones calculated from Eq. (7.3) are displayed. We see that Luttingers theorem is nicely obeyed far from the transition at $V \geq 0.5$, but becomes gradually violated when approaching the transition. The Fermi surface volume seems to continuously decrease through the QCP, to settle at a volume consistent with the particle density of the $c$-electrons. We see here that the Fermi surface volume therefore does not jump, but rather evolves continuously through the transition. Nevertheless, a clear critical point can be made out, on grounds criteria like the appearance of a $\Sigma(\vec{k}, \omega = 0) = \infty$ surface, the divergence of $Z^{-1}$ and most importantly, the NRG flow Fig. 7.12, impressively showing the suppression of the Fermi liquid scale at the QCP and the emergence of a different Fermi liquid when the QCP is crossed.

Before concluding the discussion on the KB QCP in the CDMFT approximation, we would like to qualitatively compare the theoretically computed Hall coefficient, displayed in Fig. 7.17, with the experimental result from [86], shown in Fig. 7.2. We see that at $T = 10^{-8}$, the theoretical Hall coefficient diverges at the transition, signaling that no charge carriers contributing to the Hall effect are available at the transition. One may infer that this can already be guessed from the volume of the Fermi surface in Fig. 7.16, as this moves through 2 when going over the transition, which corresponds to a completely filled band that does not show a Hall response. Nevertheless, this result is completely unexpected and could not have been guessed from the experimental result in Fig. 7.2, which has however been obtained at small but finite temperatures. We therefore also considered higher temperatures in the numerical calculation. In Fig. 7.17 we see that the evolution of the Hall coefficient starts out with a smooth crossover at $T = 10^{-4}$, which sharpens as the temperature is lowered towards $T = 10^{-6}$, quite in line with the experimental observations. However, the experimental situation is more complicated, as more than one band may contribute to the Fermi surface. As resistivities do not add up in this case, but rather their inverses should be added, there might still be only a sharp crossover visible in experiments for $T \to 0$. This has to be investigated more closely in the future. Note that the sign change of the Hall coefficient is expected, as the Fermi surface changes from particle like in the Kondo regime to hole like in the RKKY phase.
8 Outlook

During this thesis, the numerical renormalization group has been used as a cluster solver for quantum cluster methods. This was inspired by the success of the NRG code, available and thoroughly tested at Jan von Delft’s group, when confronted with DMFT calculations. For cluster extensions however, an efficient and accurate integration method for Green’s functions had to be implemented, which was the main technical challenge during the course of this thesis. The resulting routines, based on the tetrahedron method, have turned out sufficiently fast and accurate to be practical, at least for the presented problems.

With the two dimensional Hubbard model in a two patch DCA approximation as a testing environment, the NRG combined with the tetrahedron method was able to produce results in good agreement with earlier CTQMC calculations, done by Ferrero et al. [7].

This has set the stage for the investigation of the quantum critical point in heavy fermion compounds, where the periodic Anderson model in a two-site CDMFT approximation was employed. There, the NRG revealed its true power, being able to resolve exponentially small energy scales and having arbitrary low temperatures accessible. It allowed for the investigation of the QCP with unprecedented accuracy. The ability to calculate real frequency response functions allowed to show that antiferromagnetic spin fluctuations become long ranged in time, while the flow of the eigenspectra generated by the NRG impressively demonstrated the suppression of the Fermi liquid scale at the QCP. Such results will presumably not be available with other cluster solvers in the near future, if ever. All in all, the results chapter 7 are extremely encouraging and shows that the NRG is an invaluable tool to help shed light on quantum criticality in strongly correlated systems, and its relation to their peculiar phenomenology. However, much has still to be done to interpret and further these results, and they will surely lead to a lot of fruitful work in the future.

The calculations done in this paper also set the stage for further projects. In the case of heavy fermion systems, it may actually be desirable to investigate the periodic Anderson model on a frustrated lattice. This is motivated by the experimental results [88] that the antiferromagnetic and Kondo breakdown QCPs can be detached, leading to the proposal that frustration is an important tuning parameter in these systems [90]. The advantage would be that in this case, a three site cluster could be used, allowing to increase the cluster size of our two-site results to a size still in reach of NRG. This would allow, to some extent, to investigate dependence of the quantum critical behavior on cluster size and may shed light on the robustness of the obtained results.

Further, four-site cluster calculations with NRG are highly desirable in the future and may already be in reach of the NRG code available at Jan von Delft’s group. These may then, among other things, shed light not only on unconventional superconductivity in strongly correlated systems, but also its proposed relation to quantum criticality.
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