Thermalization dynamics of two correlated bosonic quantum wires after a split
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Coherently splitting a one-dimensional Bose gas provides an attractive, experimentally established platform to investigate many-body quantum dynamics. At short enough times, the dynamics is dominated by the dephasing of single quasiparticles, and well described by the relaxation towards a generalized Gibbs ensemble corresponding to the free Luttinger theory. At later times on the other hand, the approach to a thermal Gibbs ensemble is expected for a generic, interacting quantum system. Here, we go one step beyond the quadratic Luttinger theory and include the leading phonon-phonon interactions. By applying kinetic theory and nonequilibrium Dyson-Schwinger equations, we analyze the full relaxation dynamics beyond dephasing and determine the asymptotic thermalization process in the two-wire system for a symmetric splitting protocol. The major observables are the different phonon occupation functions and the experimentally accessible coherence factor, as well as the phase correlations between the two wires. We demonstrate that, depending on the splitting protocol, the presence of phonon collisions can have significant influence on the asymptotic evolution of these observables, which makes the corresponding thermalization dynamics experimentally accessible.
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I. INTRODUCTION

In recent years, the field of ultracold atoms has produced tremendous progress in the experimental realization and observation of many-body quantum dynamics out of equilibrium [1–7]. Experiments have demonstrated that the purity of cold-atom systems in combination with their large degree of controllability allows one to precisely probe the fundamental processes in quantum many-body systems. This is exploited by a growing number of experiments, which study the relaxation dynamics of interacting quantum systems in a controlled environment, thereby fostering a more detailed understanding of paradigmatic single- and many-body effects, such as dephasing [1,8–10] and thermalization [4,11–15].

One-dimensional quantum systems play a special role in this context since the dynamics, especially that of collisions, is constrained to a reduced phase space. For many systems this leads to the emergence of an extensive number of quasiconserved charges, i.e., an extensive number of physical observables which are protected from fast relaxation by approximate conservation laws. The violation of these conservation laws becomes only visible for large timescales. Consequently, a large number of experiments with one-dimensional quantum gases has been described very well in terms of integrable models, for which the conservation laws become exact [2,7,16,17]. One general feature of these integrable models is the absence of thermalization, expressed by the fact that, due to the large number of conservation laws, they never relax towards a thermal Gibbs ensemble [2,7,13,16,18–23], but keep the information on their initial state for all times and evolve towards a so-called generalized Gibbs ensemble (GGE).

Realistic systems, however, are expected to behave generically, and to asymptotically approach a thermal state, although very slowly in one dimension [24,25]. The aim of this work is to study the full relaxation dynamics process, including thermalization, for a gas of ultracold bosons after initialization in an out-of-equilibrium state. The specific setup consists of an initial, one-dimensional Bose-Einstein condensate (BEC), which is suddenly split into two halves along its longitudinal axis, as it is performed experimentally in Vienna [2,7,16,26]. The system, now consisting of two initially strongly correlated condensates, evolves in time and relaxes towards a stationary state.

On short enough timescales, most of the relaxation dynamics has been described successfully in terms of the integrable Luttinger theory. It predicts the light-cone shaped dephasing of anomalous phonon modes, which leads to the transient relaxation of the system towards a GGE [18,22,24,27]. The GGE state is determined by the initial expectation value of the conserved charges of the integrable Luttinger theory. This description, however, neglects the effect of phonon-phonon collisions and the associated decay of the interwire correlations, as well as the energy redistribution between the modes within each individual wire. The processes, while very slow on experimental timescales, lead to the breakdown of the GGE on larger timescales, and the relaxation of the system towards a thermal Gibbs state.

The goal of this paper is to obtain a complete and quantitative picture of the thermalization dynamics of one-dimensional Bose gases, including the regime where nonlinear effects are important. In particular, we assess the observability of the associated physical effects in experiments. To this end, we study...
the time evolution of the two-wire system after the splitting in terms of a nonlinear Luttinger theory, which incorporates the leading order phonon scattering mechanisms for a gas of one-dimensional bosons. We focus on a regime with a large Luttinger parameter $K \gg 1$, i.e., weakly interacting bosons, for which diagrammatic methods are applicable [25,28–32]. The BEC is longitudinally trapped in a box potential of length $L$, which can be realized experimentally with high accuracy [33] and which allows us to approach the dynamics within a Luttinger framework with a physical infrared momentum cutoff $k_{\text{IR}} = L^{-1}$. All analytical results will be discussed for $k_{\text{IR}} = 0$, while the numerical simulations are carried out for $k_{\text{IR}} = L^{-1}$. We determine the time evolution of temporally local correlators of the system, as these are the quantities accessible in current experiments.

### Summary of main results.
Our approach is based on a combination of Dyson-Schwinger and kinetic equations for the weakly interacting Bose gas. In this way, we are able to quantitatively capture all stages of the thermalization process, including the hydrodynamic relaxation enforced by global conservation laws on asymptotically large times [25].

At short times, dephasing of noninteracting phonon modes leads to a fast relaxation towards a generalized Gibbs ensemble. The physics can be understood on the single-phonon level, i.e., technically in the framework of the quadratic Luttinger theory. For intermediate and large times $t > t_{\text{coll}}$, set by the typical phonon collision time $t_{\text{coll}}$, interactions become important and relaxation dynamics enters the realm of many-body physics. Collisions lead to energy redistribution between the phonons and to local equilibration, while on the other hand conservation laws do not yet play a dominant role. On the asymptotic timescales, however, conservation laws constrain the effects of many collisions and the dynamics enters a many-body hydrodynamic regime. This leads to algebraically slow relaxation of observables [25].

In addition to a quantitative description of the different dynamical regimes, we obtain as well a time-resolved estimate for the crossover scale $x_{c}^{(c)} \sim t^{2/3}$ between the single-particle and the many-particle regime. It grows in time with the typical Andreev exponent $1/\alpha = 2/3$ [29–32], confirming the picture that thermalization proceeds from high to low momentum modes, with crossover momentum $q_{c}^{(c)} \sim 1/x_{c}^{(c)}$. Collisions also lead to a stronger decay of coherence, which modifies the decay of the relative phase correlation function $\ln C_\gamma \sim -t^{4/3}$ to faster than linear in time on large distances.

Our formulation allows us to address direct experimental observables, such as the relative phase correlation function and the coherence factor. We find that a careful choice of observables is necessary to quantitatively certify thermalization in the experiment. In more detail, our results indicate that for the standard splitting procedure both the relative phase correlation function as well as the coherence factor are only weakly modified by phonon collisions beyond the quadratic Luttinger model. Thermalization, while definitely present, is therefore hard to observe in common observables. This is caused by the form of the initial phonon distribution function, which follows a thermal Rayleigh-Jeans divergence $n_{p,t} \sim T_{r}/|p|$, with typical temperature $T_{r}$, at low momenta. While this temperature increases through the thermalization process towards an absolute temperature $T_{a}$, the form of the distribution remains untouched and thus no qualitative change in observables can be measured.

In order to overcome the difficulty in resolving thermalization, we propose to initialize the condensate in a modified far-from-equilibrium state, for which the phonon densities are different from a thermal distribution. Inspired by the recent realization of one such nonthermal state [16], we investigate initial states for which the phonon distribution oscillates on momentum scales $\xi^{-1}$. These oscillations remain preserved under dephasing but are washed out by the redistribution of energy in the thermalization process, leading to a strongly increased signal of thermalization at distances $x \sim 2\xi$, which could be detected in experiments and which would lead to a clear observation of $t_{\text{coll}}$.

This paper is organized as follows. We start by introducing the interacting Luttinger model and discussing the relevant physical observables in Sec. II. In Sec. III, we derive the kinetic equation approach for the correlated two-wire system. This section can be skipped by a reader more interested in the physics results. The formalism is then applied in Sec. IV to study the relaxation dynamics of an initial state which has nearly thermal form, corresponding to Refs. [2,7]. A discussion of the various stages of the relaxation process is provided in Sec. IV B. In Sec. V, a class of initial states is considered, which differ more strongly from a thermal state, and a representative of which has been implemented in recent experiments [16]. We conclude in Sec. VI.

## II. MODEL

The present work analyzes the longitudinal splitting of a one-dimensional Bose-Einstein condensate at time $t = 0$, and the subsequent time evolution of the two resulting, identical and initially correlated BECs [2,7,26]. Each individual wire represents a one-dimensional gas of interacting bosons, whose long-wavelength dynamics will be described in the following in terms of an interacting Luttinger liquid theory. For a sufficiently strong separation of the two wires, all interwire couplings in the Hamiltonian vanish and the only correlations between the two gases result from the correlations in the initial state for $t < 0$.

### A. Hamiltonian

Labeling the two subsystems with bosonic creation and annihilation operators $b_{\alpha,x}^{\dagger}, b_{\alpha,x}, \alpha \in \{1,2\}$, where $b_{\alpha,x}$ annihilates a boson at coordinate $x$ in wire $\alpha$, the Hamiltonian of the joint system for times $t > 0$ is

$$H = H_{1,\text{IB}} \otimes I_{2} + I_{1} \otimes H_{2,\text{IB}}.$$  

(2.1)

Here, $H_{\alpha,\text{IB}}$ describes a generic system of short-range interacting bosons with mass $m$,

$$H_{\alpha,\text{IB}} = \int_{x} b_{\alpha,x}^{\dagger} \left[ V(x) - \frac{\hbar^{2}}{2m} \nabla^{2} \right] b_{\alpha,x} + \int_{x,x'} b_{\alpha,x}^{\dagger} b_{\alpha,x} u(x-x') b_{\alpha,x'}^{\dagger} b_{\alpha,x'},$$  

(2.2)
with a two-body interaction potential \( u \), which is short-ranged in space, and an external potential \( V \), which we consider flat enough to justify a local density approximation (LDA).

The creation and annihilation operators are conveniently expressed in terms of conjugate phase and amplitude fields, \( b_{\alpha,x} = \sqrt{\rho_{\alpha,x}} e^{i\phi_{\alpha,x}}, \) with \( \rho_{\alpha,x} = \rho_0 - \frac{1}{2} \nabla \phi_{\alpha,x} \), where \( \rho_0 \) is the average particle density in both wires [34,35]. Phase and amplitude are conjugate variables:

\[
[q_{\alpha,x}, \Phi_{\beta,x}] = -i\delta(x-x')\delta_{\alpha,\beta}.
\]

In phase-amplitude representation, the leading order terms of the Hamiltonian (2.2) correspond to an interacting Luttinger liquid (ILL) [28–30] and read

\[
H_{\alpha,\text{ILL}} = \frac{\hbar}{2\pi} \int dx \left[ vK(\delta_x \phi_{\alpha,x})^2 + \frac{\nu}{K} (\partial_x \phi_{\alpha,x})^2 + \kappa (\partial_x \phi_{\alpha,x})(\delta_x \phi_{\alpha,x})^2 \right].
\]  

The first line of this equation is quadratic in the fields and represents the noninteracting Luttinger liquid, which describes noninteracting elementary excitations, i.e., phonons, propagating with sound velocity \( v = \sqrt{\frac{2\hbar m}{\mu_0(0)}} \) and Luttinger parameter \( K = \frac{\pi h}{2\sqrt{\mu_0(0)m}} \). This quadratic part is integrable and governs the transient dynamics after the splitting. It leads to the evolution of the system towards a quasistationary state, a so-called generalized ensemble (GGE) [18,22,24,27].

The second line of Eq. (2.4) instead is a nonlinear coupling, which represents the leading order deviation from an integrable model and makes the ILL generic; i.e., it enables true thermalization on large and asymptotic timescales [28–30]. The vertex \( \kappa \) describes the deviation from a perfectly linear dispersion and can be estimated to be \( \kappa = \hbar / m \), where \( m \) is the mass of an atom. The major contribution of this work is to include the effect of nonzero \( \kappa \), and to study the asymptotic thermalization after two different, experimentally relevant splitting procedures. This extends the understanding of the relaxation dynamics after the splitting to timescales beyond prethermalization.

The Hamiltonian of the entire system after the splitting is again the sum of the two individual wires:

\[
H = H_1,\text{ILL} \otimes I_2 + I_1 \otimes H_2,\text{ILL}.
\]

Since the considered splitting protocol is symmetric with respect to the wires, both will be identical in geometry and average particle density after the splitting. Thus, they are described by the same set of Luttinger parameters \( \{v, K, \kappa\} \).

In order to diagonalize the quadratic part of the Hamiltonian \( H_{\alpha,\text{ILL}} \), one applies the canonical Bogoliubov transformation [34,35] to the phonon operators \( a_{\alpha,p}, a^\dagger_{\alpha,p} \),

\[
\theta_{\alpha,x} = \Theta_\alpha + i \int \frac{\pi}{2K|p|} e^{-ip(x-x')} (a^\dagger_{\alpha,p} - a_{\alpha,-p}), \quad (2.6)
\]

\[
\phi_{\alpha,x} = \Phi_\alpha - i \int \frac{\pi K}{2|p|} \text{sgn}(p) e^{-ip(x-x')} (a^\dagger_{\alpha,p} + a_{\alpha,-p}), \quad (2.7)
\]

where \( \Lambda = \sqrt{4\mu(0)\rho_0}/\hbar \) is the short-distance cutoff, \( a_{\alpha,p} = \int \delta(p') a_{\alpha,p'} dp' \), and the integral \( \int p \) runs over all momenta except \( p = 0 \). The global, zero-momentum modes \( \Theta_\alpha, \Phi_\alpha \) contribute only to the global dephasing of the wires [33], which is not considered here, and are therefore neglected in the following.

In this basis, the quadratic part of the Hamiltonian [first line of Eq. (2.4)] is diagonal and describes phonons with a linear dispersion \( \epsilon_p = \nu|p| \). The nonlinear part of the Hamiltonian describes cubic phonon scattering processes. It can be decomposed into a resonant part, which conserves the phonon energies, and an off-resonant part, which does not conserve the phonon energy during a single scattering process. The latter processes induce only virtual transitions between the many-body states and represent irrelevant contributions for the forward time evolution, in contrast to the resonant ones [36]. The common procedure is thus to neglect the off-resonant scattering processes in a rotating wave approximation for the kinetics at large times, and only consider resonant processes.

In the resonant approximation, the Hamiltonian is

\[
H_{\alpha,\text{ILL}} = \int \nu|p| a^\dagger_{\alpha,p} a_{\alpha,p} + \nu \int \frac{\sqrt{|p(q + p)|}}{q} \times (a^\dagger_{\alpha,p+q} a_{\alpha,q} + \text{H.c.}),
\]

with \( v = \kappa \sqrt{\frac{4\nu}{2K}} \). The integral \( \int \frac{\sqrt{|p(q + p)|}}{q} \) only considers resonant processes, i.e., those processes with \( |p| + |q| = |p| + |q| \) (for more details on the resonant approximation, see [28,29,36]). From now on, we set \( \hbar = 1 \) within the analytic expressions.

The Hamiltonian, Eqs. (2.5) and (2.8), describes the time evolution of the two wires after they have been split initially at \( t = 0 \). Each wire thereby represents an independent, interacting Luttinger liquid and the Hamiltonian generates no additional interwire correlations. The latter are, however, generated by the splitting procedure itself and the analysis of the interwire and intrawire correlations’ time evolution under (2.5) is the purpose of this article.

### B. Phonon correlation functions

In the following sections, the dynamics of the two wires is analyzed in terms of the single-particle phonon Green’s functions, which in turn determine a set of relevant physical observables. These are for instance the so-called phase correlation function \( C(x,t) = \langle e^{i(\theta_{\alpha,x} - \theta_{\beta,x})} e^{-i(\theta_{\alpha,x} - \theta_{\beta,x})} \rangle \) between the two wires and the coherence factor \( \Psi(t) \), which we will introduce in this section. The basic notation and relations for the nonequilibrium Green’s functions will be discussed below.

In the Heisenberg picture, with operators \( a_{\alpha,p,t} = e^{iHt} a_{\alpha,p} e^{-iHt} \), the retarded Nambu response function is defined as

\[
iG_{\alpha,\beta,p,t}^R = \Theta(t-t') \left( \frac{\langle [a_{\alpha,p,t}, a^\dagger_{\beta,p,t}] \rangle}{\langle [a_{\alpha,p,t}, a^\dagger_{\beta,p,t}] \rangle} \right), \]

while the Nambu correlation function (or Keldysh Green’s function) is defined as

\[
iG_{\alpha,\beta,p,t}^K = \left( \frac{\langle [a_{\alpha,p,t}, a^\dagger_{\beta,p,t}] \rangle}{\langle [a_{\alpha,p,t}, a^\dagger_{\beta,p,t}] \rangle} \right).
\]
Here, \([\cdot,\cdot]\) labels the commutator and \(\{\cdot,\cdot\}\) the anticommutator.

The retarded Green’s function can immediately be simplified by noticing that the Hamiltonian (2.5) does not introduce any interwire coupling and therefore states with \(\alpha \neq \beta\) in Eq. (2.9) commute at all times. Furthermore, within a single wire, \(H_{\text{Heff}}\) in (2.8) does not couple states with opposite momenta \(a_{\alpha,q,t'} = a_{\alpha,-q,t'}\). Consequently, the off-diagonal elements of \(G^R\) vanish exactly for all times \(t,t'\). The advanced Green’s function is the Hermitian conjugate of the retarded Green’s function, \(G^A = (G^R)\dagger\).

A special emphasis will be put on the equal-time Green’s functions, relevant for current experiments, which determine the time evolution of static, i.e., frequency-independent, observables. For the retarded and advanced Green’s functions, one finds

\[
(G^R_{\alpha,\beta,q,t,t} - G^A_{\alpha,\beta,q,t,t}) = -i \delta_{\alpha,\beta} \sigma_z, \quad (2.11)
\]

\[
(G^R_{\alpha,\beta,q,t,t} + G^A_{\alpha,\beta,q,t,t}) = 0, \quad (2.12)
\]

for all times, while

\[
iG^K_{\alpha,\beta,p,t,t} = \left(\frac{2n_{\alpha,\beta,p,t} + \delta_{\alpha,\beta}}{2m_{\alpha,\beta,p,t}}e^{2i\nu|p|^2} - \frac{2m_{\alpha,\beta,p,t}e^{2i\nu|p|^2}}{2n_{\beta,\alpha,p,t} + \delta_{\alpha,\beta}}\right). \quad (2.13)
\]

It describes the time evolution of intra- (\(\alpha = \beta\)) and interwire (\(\alpha \neq \beta\)) phonon densities, both diagonal \(n_{\alpha,\beta,p,t} = \langle a^\dagger_{\alpha,p,t}a_{\alpha,p,t}\rangle\) and off-diagonal \(m_{\alpha,\beta,p,t} = \langle [a^\dagger_{\alpha,p,t},a_{\beta,p,t}]\rangle\). Here we took the time-dependent complex phase of the off-diagonal modes explicit such that \(m_{\alpha,\beta,p,t}\) is real and positive for all times.

Both wires are exactly identical and therefore the system is symmetric under the exchange of the wire index; this yields

\[
G^{R/A/K}_{11,p,t,t'} = G^{R/A/K}_{22,p,t,t'} \quad \text{and} \quad G^{R/A/K}_{12,p,t,t'} = G^{R/A/K}_{21,p,t,t'}. \quad (2.14)
\]

The same holds for the phonon densities in the wire basis

\[
n_{11,p,t} = \langle a_{1,p,t}^\dagger a_{1,p,t}\rangle = \langle a_{2,p,t}^\dagger a_{2,p,t}\rangle = n_{22,p,t}, \quad (2.15)
\]

\[
n_{12,p,t} = \langle a_{1,p,t}^\dagger a_{2,p,t}\rangle = \langle a_{2,p,t}^\dagger a_{1,p,t}\rangle = n_{21,p,t}, \quad (2.16)
\]

\[
m_{12,p,t} = \langle [a_{1,p,t}^\dagger, a_{2,p,t}]\rangle = \langle [a_{2,p,t}^\dagger, a_{1,p,t}]\rangle = m_{21,p,t}. \quad (2.17)
\]

C. Relative and absolute mode and experimental observables

Due to the symmetry of the system under exchange of the wires, i.e., \(1 \leftrightarrow 2\), the Green’s functions in the wire basis \(G^{R/A/K}_{\alpha,\beta,p,t}\) show some redundancy. It can be removed by switching from the basis of individual wires to a basis of relative and absolute degrees of freedom for the two wires. These latter degrees of freedom give a more compact description and are directly related to the relevant experimental observables such as the relative phase correlation function and the coherence factor of the bosons.

The relative \((a_{\alpha,p,t})\) and absolute \((a_{\alpha,p,t})\) degrees of freedom are introduced by the unitary transformation of the Heisenberg operators

\[
\begin{pmatrix}
a_{\alpha,p,t} \\
\end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} a_{1,p,t} \\
\end{pmatrix}. \quad (2.18)
\]

Using Eq. (2.14), one can directly see that correlations between the absolute and relative modes vanish, and that only two independent Nambu Green’s functions are required, namely the absolute and the relative Green’s functions

\[
G^{2}_{\alpha,p,t,t'} = G^{11}_{11,p,t,t'} + G^{12}_{12,p,t,t'}, \quad (2.19)
\]

\[
G^{2}_{r,p,t,t'} = G^{11}_{11,p,t,t'} - G^{12}_{12,p,t,t'}, \quad (2.20)
\]

with \(\lambda = R, A, K\). We note that this does not require any specific form of the interactions but only the fact that the Hamiltonian as well as the initial conditions are invariant under exchange of the wire indexes.

The dynamics of \(G^K_{\alpha,\beta,p,t,t'}\) is uniquely determined by \(G^{11}_{11,p,t,t'}\) and \(G^{12}_{12,p,t,t'}\). It is equivalent to work in the relative and absolute basis or in the basis of individual wires. The Hamiltonian, however, and the corresponding time evolution take a simpler form in the individual-wire basis. On the other hand, experimental signatures and the initial state of the system are determined in the relative-absolute basis. In the following, the most convenient of both representations is used, depending on the individual computation.

The major experimental observable for the present system is the relative phase between the two wires, from which the relative coherence between the wires is extracted. This observable can be measured with high precision in matter-wave interferometry measurements [9,31,37]. This is done by releasing the two condensates from the wires, and then letting them expand freely in space. When the two condensates start to overlap, they form a characteristic interference pattern. The integrated interference pattern is described by the coherence factor of the two condensates

\[
\Psi_c(t) = \frac{L}{\rho_0} \int_0^L \int_{\theta_0}^\pi \rho_0 e^{-g(t)} dt, \quad (2.21)
\]

where the integral runs over the entire length of the wire and \(\theta_0, \xi = \theta_{1,1,t} - \theta_{2,1,t}\) is the relative phase of the two condensates. The subleading effect of density fluctuations has been neglected in the definition of \(\Psi_c(t)\).

According to the linked cluster theorem, the coherence factor up to fourth-order vertex corrections [25,38] is

\[
g(t) = \int_0^L \int_{\theta_0}^\pi \rho_0 e^{-g(t)} dt, \quad (2.22)
\]

\[
= \int_0^L \int_{\theta_0}^\pi \rho_0 e^{-g(t)} [2n_{r,p,t} + 1 - 2\cos(2\nu|p|t)m_{r,p,t}].
\]

It is fully determined by the time evolution of the relative phonon densities \(n_{r,p,t,m_{r,p,t}}\). For the present analysis, we approximate the system as being spatially homogenous. This approximation applies very well for current experiments, which are governed by the dynamics in the longitudinal center of the wires [2,7,26].

A further tool to get experimental access to the correlations between the two wires is to measure the relative phase between the two wires for different positions in space. The observed interference pattern of this measurement is proportional to the
phase correlation function

\[ C(x,t) = e^{-\frac{1}{2} \Delta \theta_{x,t}}, \]  

(2.23)

where \( x = x_1 - x_2 \) and \( \Delta \theta_{x,t} = (|\theta_{x,t} - \theta_{0,t}|)^2 \). The relative phase fluctuation \( \Delta \theta_{x,t} \) is determined along the lines of Eq. (2.21),

\[ \Delta \theta_{x,t} = \int_{p} \left\{ \frac{\pi e^{-i p x}}{4 K p} [1 - \cos(px)] \right. \]  
\[ \times [2 n_r,p,t + 1 - 2 \cos(2v[p]m_{r,p,t})] \} \right\}. \]  

(2.24)

It reveals the time-dependent spatial spread (or decay) of correlations and has served as the major experimental observable to monitor the time-dependent relaxation of the two-wire system. In order to shorten notation in the following, we will refer to \( \Delta \theta_{x,t} \) simply as the relative phase.

In order to make theoretical predictions on the dynamics of the phase correlation function and the coherence factor of the system after the split, we thus need to determine the time evolution of the relative phonon densities \( n_{r,p,t}, m_{r,p,t} \). In the major body of previous works, this has been performed in terms of the cubic Luttinger theory, which neglects collisions beyond the former, noninteracting approaches and takes into account the effect of phonon-phonon scattering, which leads to an energy redistribution between the phonon modes and enables thermalization on large timescales. The time evolution of the phonon densities is determined via a kinetic equation approach, which is set up in the following section.

### III. KINETIC EQUATION FOR THE PHONON DENSITIES

The time evolution of the phonon densities in the present system is determined by a modified version of the common kinetic equation approach [29,36]. It has been established in previous works in order to deal with the resonant phonon interactions, for which perturbative approaches display fatal on-shell divergencies. The kinetic equation approach here is based on Dyson-Schwinger equations [39,40], resulting in regular expressions for the time evolution of the phonon densities. The Dyson-Schwinger equations will be truncated at the level of the cubic vertex (to be precise, including the cubic vertex correction) and solved self-consistently. This approach has been outlined in detail in [28,29] and will be briefly discussed below, including the extension to the bosonic two-wire system.

The kinetic equation is expressed in temporal Wigner coordinates, which describe the time evolution of any two-time function, depending on time variables \( t_1, t_2 \), as a function of the average forward time \( t = \frac{t_1 + t_2}{2} \) and the relative time \( \delta t = t_1 - t_2 \). Fourier-transforming the relative time coordinate introduces the frequency \( \omega \), i.e., \( G_{\omega \delta} = \int_{t} e^{i \delta \omega} G_{\delta t} \) for an arbitrary Green’s function. Frequency integration thus produces equal-time functions in Wigner representation. The Dyson equation [38] in the individual-wire basis and in Wigner coordinates reads

\[ G_{\alpha \beta, p, \omega, t}^{-1} = \begin{pmatrix} 0 & p A_{\alpha \beta, p, \omega, t} - \Sigma_{\alpha \beta, p, \omega, t}^A \end{pmatrix} \]  
\[ \begin{pmatrix} p R_{\alpha \beta, p, \omega, t} - \Sigma_{\alpha \beta, p, \omega, t}^R & 0 \end{pmatrix}, \]  

(3.1)

with the self-energies \( \Sigma_{\alpha \beta, p, \omega, t}^R,A,K \) and the bare propagators of the noninteracting system \( p R_{\alpha \beta, p, \omega, t} \). The retarded and advanced Green’s functions are modified in the presence of interactions due to nonzero self-energies \( \Sigma_{\alpha \beta, p, \omega, t}^R,A,K \). As pointed out above, however, the Hamiltonian neither mixes different wires \( \alpha \neq \beta \) nor opposite momenta \( p, -p \) and thus the retarded and advanced self-energies are diagonal in the wire index and in Nambu space.

Considering a spectral function that has support only in the close vicinity of the dispersion, the relevant self-energy contributions for the kinetic equation are the ones which are on-shell, i.e., which fulfill \( \omega = v|p| \) [36]. Here, these contributions are purely imaginary and the on-shell self-energy can be parametrized as [29] [see also Appendix A, Eq. (A10), with \( \Phi_{\alpha \beta, p, \omega, t}^R = 0 \)]

\[ \Sigma_{\alpha \beta, p, \omega, t}^R = -i \delta_{\alpha \beta} \sigma_{p,t}^R \]  
\[ \begin{pmatrix} 0 & 0 \\ 0 & \sigma_{p,t}^A \end{pmatrix}, \]  

(3.2)

Here, \( \sigma_{p,t}^R,A \) are positive functions of momentum \( p \) and forward time \( t \). For \( \sigma_{p,t}^R,A \ll v|p| \), the self-energy is interpreted as the inverse lifetime \( \tau^{-1} = \sigma_{p,t}^R \) of the phonon modes, which remain well-defined quasiparticles in this case.

The on-shell Keldysh self-energy is, by definition, anti-Hermitian and, due to the symmetry of the system with respect to exchange of the wires, conveniently parametrized as

\[ \Sigma_{\alpha \beta, p, \omega, t}^K = -i 2 \begin{pmatrix} \sigma_{p,t}^K & \Phi_{\alpha \beta, p, t}^K \\ \Phi_{\alpha \beta, p, t}^K & \sigma_{p,t}^K \end{pmatrix}, \]  

(3.3)

In contrast to the retarded self-energy, the off-diagonal elements of the Keldysh self-energy both in Nambu space and in the wire index are generally nonvanishing. This is a consequence of the initial splitting protocol, which generates correlations between the wires but also occupies anomalous phonon modes. We have, however, again factored out the consequence of the initial splitting protocol, which generates correlations between the wires but also occupies anomalous phonon modes. We have, however, again factored out the complex phase of the off-diagonal modes, as in Eq. (2.13). As a consequence, \( \Phi^K \) is purely real for all times.

The kinetic equation for the phonon occupations is determined by parametrizing the anti-Hermitian Keldysh Green’s function in terms of the retarded, advanced Green’s functions and the Hermitian occupation function \( F \), i.e.,

\[ G_{p, \omega, t}^K = (G^R \circ \Sigma_{t} F - F \circ \Sigma_{t} \circ G^A)_{p, \omega, t}, \]  

(3.4)

where \( \circ \) denotes the convolution with respect to times and frequencies and matrix multiplication with respect to momentum, Nambu, and wire index. The matrix \( \Sigma_{t} = \sigma_{t} \otimes I \) ensures the symplectic structure of bosonic Nambu space. Inserting Eq. (3.4) into (3.1), one finds

\[ (p R \circ \Sigma F - F \circ \Sigma \circ p A)_{p, \omega, t} = I_{p, \omega, t}^{\text{coll}}, \]  

(3.5)

with the collision integral

\[ I_{p, \omega, t}^{\text{coll}} = \Sigma_{p, \omega, t}^K - (p R \circ \Sigma F - F \circ \Sigma \circ p A)_{p, \omega, t}. \]  

(3.6)
In order to bring Eqs. (3.5) and (3.6) into a convenient form, several steps have to be performed, which are outlined in Appendix A. First, the Green’s functions and the occupation function have to be expressed in the Dirac interaction picture. This guarantees that the left-hand side of (3.5) becomes proportional to the temporal derivative of $F$. Second, one has to apply the Wigner approximation to the second term of the collision integral (3.6). The latter approximates convolution with respect to frequency and time in Wigner representation by the product

$$f_{p,o,t}^{\text{coll}} \approx \Sigma_{p,o,t}^K - (\Sigma_{p,o,t}^R \Sigma_{p,o,t} F_{p,o,t} - F_{p,o,t} \Sigma_{p,o,t}^A).$$

(3.7)

As detailed in Appendix A and Refs. [25,28,29], this is justified as long as the condition

$$|\partial_t F_{p,\alpha,q,o,t}| \frac{\Sigma_{p,o,t}^R}{\Sigma_{p,o,t}^R \Sigma_{p,o,t}} \ll 1$$

(3.8)

is fulfilled. Physically, Eq. (3.8) requires that the characteristic timescale of the global system’s time evolution is much larger than the characteristic timescale of a single scattering event. This is justified for splitting protocols, at sufficiently low energies, for which (see Ref. [29])

$$\epsilon v \ll v^2,$$

(3.9)

where $\epsilon$ is the average energy per momentum mode in the system.

Multiplying both sides of the kinetic equation (3.5) with the system’s spectral functions

$$A_{p,o,t} = \frac{1}{2\pi} (G_{p,o,t}^R - G_{p,o,t}^A)$$

(3.10)

projects the kinetic equation onto the region where $A_{p,o,t}$ has nonzero support, i.e., onto the physical quasiparticle states. For a given momentum and energy $p,\epsilon_p$, the width of the spectral function can be estimated to be $\sim \sigma_p^R \ll \epsilon_p$ in the relevant regime of low momenta and small energy density [29,32]. The corresponding criterion in the present setting is identical to the criterion for Luttinger theory to be applicable, i.e., to have a sufficiently low excitation energy density $n_q < \Lambda/q$ (cf. [28]). The kinetic equation is thus projected on-shell and one can make use of Eqs. (3.2) and (3.3) to simplify the collision integral $I^{\text{coll}}$. On the other hand (for $\alpha,\beta = 1,2$) (2.15),

$$\int_\omega \langle A \Sigma_q F \Sigma_{q'} \rangle_{q,p,o,t} \approx \left( 2n_{p\alpha,p,t} \delta_{\alpha,\beta} - 2m_{p\alpha,p,t} \right),$$

(3.11)

which finally leads to

$$\partial_t n_{11,p,t} = \sigma^K_{11,p,t} - \sigma^R_{p,t} (2n_{11,p,t} + 1),$$

(3.12)

$$\partial_t n_{12,p,t} = \sigma^K_{12,p,t} - 2\sigma^R_{p,t} n_{12,p,t},$$

(3.13)

$$\partial_t m_{11,p,t} = \phi^R_{11,p,t} - 2\sigma^R_{p,t} m_{11,p,t}.$$  

(3.14)

The anomalous densities $m_{12,p,t}$ never deviate from zero and their time evolution is not considered here.

The self-energies are evaluated in the self-consistent Born approximation; see Appendix B. An additional rescaling of $t = vt$ and the retarded self-energy $\sigma^R_{p,t} = v^{-1}n_{p,t}$ removes the explicit dependence of $\sigma^R_{p,t}$ and $n_{p,t} m_{p,t}$ on the nonlinearity $v$ completely. This yields the equations of motion for the phonon densities

$$\partial_t n_{11,p} = \int_{0<q<p} \gamma_{p,q}^- n_{11,p-q} n_{11,q} - n_{11,p} (n_{11,p-q} + n_{11,q} + 1) + 2 \int_{0<q} \gamma_{p,q}^+ [n_{11,p+q} (1 + n_{11,q} + n_{11,p}) - n_{11,q} n_{11,p}],$$

(3.15)

$$\partial_t n_{12,p} = \int_{0<q<p} \gamma_{p,q}^- n_{12,p-q} n_{12,q} - n_{12,p} (n_{12,p-q} + n_{12,q} + 1) + 2 \int_{0<q} \gamma_{p,q}^+ [(n_{12,p+q} - n_{12,q}) n_{12,p} - n_{12,p+q} n_{12,q}],$$

(3.16)

$$\partial_t m_{11,p} = \int_{0<q<p} \gamma_{p,q}^- m_{11,p-q} m_{11,q} - m_{11,p} (m_{11,p-q} + m_{11,q} + 1) + 2 \int_{0<q} \gamma_{p,q}^+ [(n_{11,p+q} - n_{11,q}) m_{11,p} - m_{11,p+q} m_{11,q}],$$

(3.17)

with the effective scattering vertex

$$\gamma_{p,q}^\pm = \frac{q (p \pm q)}{\sigma^R_p + \sigma^R_q + \sigma^R_{p+q}}.$$  

(3.18)

At each time step, the retarded self-energy has to be determined self-consistently. It is determined by the equation (see Appendix B)

$$\sigma^R_{p,t} = 2 \int_q \left\{ \frac{\partial_t n_{11,q}}{\sigma^R_q + \sigma^R_{p+q}} + (2n_{11,q} + 1) \right\} \times \left\{ \frac{q (p - q)}{\sigma^R_q + \sigma^R_{p-q}} + \frac{q (p + q)}{\sigma^R_q + \sigma^R_{p+q}} \right\}.$$  

(3.19)

The system of equations (3.15)–(3.19) is solved iteratively according to the scheme shown in Fig. 1. The initial state at $t = 0$ is determined by the individual splitting procedure. At each time step $t$, one has to compute the self-energy $\tilde{\sigma}^{R}_{p,t}$, which then enables the next infinitesimal time step $t + \delta$ via the equations of motion. The procedure is repeated until the steady state has been reached.

To obtain the closed set of equations (3.15)–(3.19), the Dyson-Schwinger equations for the interacting Luttinger liquid have been truncated at the quadratic order; i.e., we neglect any vertex correction to Eq. (3.18) from higher order loops. In principle it is possible to include these corrections within the present formalism as was discussed in Ref. [29]. This work shows, however, that higher order vertex corrections are generally very small, which is in agreement with numerical test simulations of the vertex correction for the present setup, and can thus be safely neglected. At this order, the
The quasiparticle densities in the relative mode can be determined from Eqs. (4.1) and (4.2) in combination with Eqs. (2.6) and (2.7),

\[ n_{r,p} = \langle a_r^\dagger(p)a_r(p) \rangle = \frac{T_r}{v|p|} + \frac{\chi_r}{2} - \frac{1}{2}, \]  
\[ m_{r,p} = \langle a_r(p)a_r(-p) \rangle = -\frac{T_r}{v|p|} - \frac{\chi_r}{2}. \]  

At low momenta \(|p| < \sqrt{\frac{T_r}{\chi_r}}\), the normal density adopts thermal behavior \(n_{r,p} \sim |p|^{-1}\) with an effective relative temperature \(T_r = \frac{\chi_r}{|p|} K\), which depends on the state before the splitting via \(\rho_0\), and on the Hamiltonian via the Luttinger parameters. For intermediate momenta \(\sqrt{\frac{T_r}{\chi_r}} < |p| < \Lambda\), on the other hand, it increases linearly in momentum with a splitting-dependent slope \(\chi_r = \frac{\rho_0}{2\pi^2} K\). On the largest momenta \(|p| > \Lambda\) the quasiparticle density is suppressed exponentially. Analogous behavior is found for the anomalous density \(m_{r,p}\), which must, however, be zero for a thermal ensemble. This should be contrasted with the thermal occupation of the absolute quasiparticle mode \([2,7,26]\)

\[ n_{a,p} = \langle a_a^\dagger(p)a_a(p) \rangle = \frac{\cosh(v|p|/T_a) - 1}{2} \approx \frac{T_a}{v|p|}, \]  
\[ m_{a,p} = \langle a_a(p)a_a(-p) \rangle = 0, \]  

which is described by the initial temperature \(T_a\) of the quasicondensate before the splitting.

The low-momentum effective temperature of the relative mode \(T_r \sim \rho_0/K\) can be initialized at rather small values, depending on the ratio of the initial density and the Luttinger parameter. On the other hand, decreasing \(T_r\) increases the slope \(\chi_r \sim K/\rho_0\) and shifts the splitting energy from lower to larger momenta. The larger \(\chi_r\), the more \(m_{r,p}\) deviates from a thermal distribution and the larger will be the impact of energy redistributing collisions at large times. In previous experiments, the linear increase of the occupation has not been detected in any of the observables, indicating that the crossover momentum \(\sqrt{\frac{T_r}{\chi_r}}\) is large, i.e., of the order of the ultraviolet cutoff and thus \(\chi_r\) is small. While this still implies an energy transfer from the high-momentum to the low-momentum regime on times of the order of the collision time, our results show that the initial, thermal form of the low-momentum distribution makes such transfer hard to detect. This is discussed in detail in Secs. IV B and IV B 2. An illustration of the relative and absolute densities is shown in Figs. 2 and 3 (see also Fig. 4) for two different sets of splitting parameters.

As pointed out in the previous section, the kinetics of the quasiparticles is most conveniently expressed in the basis of individual wires. Inserting the definition of the relative and absolute mode \(a_{r,a} = \frac{1}{\sqrt{2}} (a_1 \mp a_2)\) into the densities one finds immediately

\[ n_{r,p} = n_{11,p} - n_{12,p}, \]  
\[ m_{r,p} = m_{11,p}, \]  
\[ n_{a,p} = n_{11,p} + n_{12,p}, \]

IV. SPLITTING TO A NEARLY THERMAL STATE

The splitting experiments in the Vienna group have been performed via two different splitting protocols. In this section, we will investigate a set of splitting experiments, in which the bosonic wires were split in such a way that the resulting state of the system remained close to a thermal state. We demonstrate that, as a consequence, the prethermalized state and the asymptotic thermal state are hard to distinguish and the asymptotic thermalization dynamics is difficult to track experimentally. We will discuss the different stages of thermalization for this splitting procedure and numerically investigate the behavior of observables in the corresponding stages. This serves as a preparation for the discussion of the second set of splitting procedures in the subsequent section.

A. Initial state

The initial state in the two wires is prepared by coherently splitting a phase-fluctuating one-dimensional quasicondensate in the longitudinal direction. The splitting is performed on a fast timescale such that the longitudinal phase profiles in the newly generated quantum wires are nearly identical \(\theta_1(x) \approx \theta_2(x)\) \([2,7,26]\), while the uncertainty in the local density is maximal.

We label the phase and density \(\theta_\alpha, \rho_\alpha\) of the two wires with \(\alpha = 1, 2\) and introduce the relative \(\theta_r = \theta_1 - \theta_2\) and absolute phase \(\theta_a = \frac{\theta_1 + \theta_2}{2}\) and analogously relative and absolute density \(\rho_r, \rho_a\). The absolute phase and density remain unchanged by a sudden splitting and correspond to the initial quasicondensate. The relative phase and density instead are generated only by the splitting. Their initial variance can be expressed via the initial average density in the wires \(\rho_0\) and per unit volume reads as \([2,7,26]\)

\[ \langle \rho_r(x)\rho_r(x) \rangle \approx \frac{\rho_0}{2}, \]  
\[ \langle \theta_r(x)\theta_r(x) \rangle \approx \frac{1}{2\rho_0}. \]  

Dyson-Schwinger equations are identical to the self-consistent Born approximation.

FIG. 1. Schematic illustration of the numerical routine for solving the kinetic equations. For a given occupation \(n_{q,t}, m_{q,t}\), the self-energies are computed within the self-consistent Born approximation. Inserting the self-energies into the collision integral determines the energies are computed within the self-consistent Born approximation.

The occupations at the next time step yields the occupations at the next time step via the kinetic equation. Numerical integration yields the occupations at the next time step \(t \rightarrow t + \delta t\).
where we used the symmetry $n_{22,p} = n_{11,p}$ and $n_{12,p} = n_{21,p}$ between the two subsystems and $m_{\alpha,p} = 0 \Leftrightarrow m_{\alpha,p} = -m_{12}$. The initial values can be read off directly from Eqs. (4.3)–(4.6).

B. Prethermalization and thermalization: Time regimes in the double-wire dynamics

The splitting procedure initializes the two-wire system in a nonthermal, out-of-equilibrium state, which will start to relax immediately after the splitting. This relaxation process undergoes the typical, stepwise process towards equilibration, which we will discuss in the following. We start with a qualitative discussion of the different relaxation processes based on the Hamiltonian (2.8) and the initial-state properties, expressed via $n_{11,12,m_{11}}$. This scenario is then confirmed quantitatively by simulations of the kinetic equations (3.15)–(3.17) and discussed on the basis of experimentally relevant observables. The relaxation of a generic, weakly interacting quantum system is expected to happen in a sequence of steps connecting the initial nonequilibrium state with the asymptotic state of the system [24,25,43]. We will review this typical scenario briefly, adapted to the present system.

Straight after the initialization of the out-of-equilibrium state, the time evolution of the system is dominated by the fastest process captured by the Hamiltonian (2.8) with $v = 0$, which is the formation of well-defined, weakly interacting quasiparticles. Typical for this first process is the dephasing of anomalous correlations

$$\langle a_{\alpha,p} a_{\beta,-p} \rangle \approx e^{L \nu \langle \rho \rangle} \langle a_{\alpha,p} a_{\beta,-p} \rangle_{r=0},$$

(4.10)

cauised by the quadratic part of the Hamiltonian. The spatial-temporal regime, which is influenced by the dephasing, is spanned by a pair of counterpropagating quasiparticles, leading to a light cone whose shape is set by the phonon velocity. Outside this light cone, correlations are still determined by the initial state at $t = 0$. We term this regime the "initial-state regime." Inside the light cone quasiparticles have formed and observables are dominated by the time-dependent quasiparticle densities $n_{11,12,m_{11,12}}$, whereas the off-diagonal part $m_{11,12}$, due to the dephasing, is effectively zero.

As long as both wires are described by the same microscopic parameters, the densities $n_{11,12,m_{11,12}}$ are constants of motion of the quadratic Luttinger Hamiltonian. Their time evolution is solely set by energy redistributing collisions as described in the nonlinear part of $H_{LL}$. Since the quasiparticle interactions are weak and display subleading scaling behavior in momentum space, the typical timescale for long-wavelength collisions is much larger than for the dephasing; i.e., for a momentum mode $q$, $\tau_{\text{coll}} = |\nu| q^2 (|T_q|/\nu)^2 \ll \langle |\nu||q||2 \rangle^{-1} = \tau_{\text{deph}}$ [25,28]. Consequently, there exists an extended spatiotemporal regime for which dephasing has lead to the formation of quasiparticles, which have, however, not experienced a substantial number of

FIG. 3. Parameters as in Table I with $\chi_f = \frac{1}{4\pi} K$: (a) The initial diagonal relative phonon density $n_{\alpha,p}$ (bright, bold) has a linear tail (see Fig. 4) and energy stored at larger momenta. During the time evolution, $n_{\alpha,p}$ and $n_{\alpha,p}$ converge towards an identical final distribution, which corresponds to a larger temperature. Energy is distributed from larger to small momenta. (b) The off-diagonal occupation decays to zero exponentially in time. (c) Time evolution of the difference $\Delta n_{\alpha,p}(t) = n_{\alpha,p}(t) - n_{\alpha,p}(0)$. The crossover momentum $p_{c\alpha}^2$ separating fast, thermal-like evolution at $p > p_{c\alpha}^2$ from a slow nonequilibrium relaxation at $p < p_{c\alpha}^2$ leads to a bump in $\Delta n_{\alpha,p}(t)$ as discussed in the main text.
collisions. In this regime, the densities $n_{11,p,t}, n_{12,p,t}$, are pinned to their initial values and are not yet evolving in time. The corresponding state is commonly termed prethermal.

For times $t > t_{\text{coll}}$, typically only a few collisions (~3) are necessary to redistribute energy and establish a local thermal equilibrium. By local, we refer to a local region in momentum space $p \in [q-\delta q,q+\delta q]$, which is very well described by thermal quasiparticle densities $n_{12,p,t} = 0, n_{11,p,t} = n_p (|p|/T_{\text{loc}})$ and a joint, local effective temperature $T_{\text{loc}}$. This effective thermalization timescale is of the order of few collision timescales $t_{\text{therm}} = O(t_{\text{coll}})$ and therefore, together with $T_{\text{loc}}$, momentum-dependent.

On asymptotic timescales, the locally thermalized regions have to adjust their temperature and relax towards the global thermal equilibrium. At this stage of the relaxation, conserved quantities like energy and momentum have to be transferred over large distances in momentum space. This transport involves many subsequent collisions and belongs to the regime of hydrodynamics, which is governed by the global conservation laws of the system. This regime makes a clear distinction between the interwire coherent states $n_{12,p,t}$, which are not part of any conservation law and thus decay exponentially towards their thermal value, and the intrawire density $n_{11,p,t}$, whose evolution is constrained by total energy and momentum conservation. As a consequence, $n_{11,p,t}$ will relax algebraically slowly towards its thermal value in this asymptotic regime.

TABLE I. Left column: Microscopic parameters, which are used throughout this work in order to perform the numerical simulations. They represent a set of experimentally realizable conditions and can be found, e.g., in Refs. [2,3,26,41,42]. $m_{\text{Rb}}$ is the mass of a $^{87}\text{Rb}$ atom, which is used in the experiment, and $\nu = 1.66 \times 10^{-27}$ kg is the atomic mass unit. For typical experiments, the relative and absolute temperature vary between 10 nK $\leq T \leq 100$ nK and 5 nK $\leq T \leq 25$ nK. Right column: Luttinger liquid parameters inferred from the microscopic parameters.

<table>
<thead>
<tr>
<th>Experimental parameters</th>
<th>Luttinger liquid parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{\text{Rb}} = 87\nu$</td>
<td>$K = 25.4$</td>
</tr>
<tr>
<td>$\rho_0 = 30 \times 10^4 \text{ m}^{-1}$</td>
<td>$\nu = 1.3 \times 10^{-3} \text{ m}^{-1}$</td>
</tr>
<tr>
<td>$T_o = 30 \text{ nK}$</td>
<td>$v = 5.4 \times 10^{-10} \text{ m}^2 \text{s}^{-1}$</td>
</tr>
<tr>
<td>$u(0) \approx 8.8 \times 10^{-39} \text{ J m}$</td>
<td>$T_c = 21.5 \text{ nK}$</td>
</tr>
<tr>
<td>$\Lambda = 2.5 \times 10^9 \text{ m}^{-1}$</td>
<td></td>
</tr>
</tbody>
</table>

In the following, the time evolution of the densities $n_{11,p,t}, n_{12,p,t}, m_{11,p,t}$ is determined on the basis of the kinetic equations (3.15)–(3.17) and the emergence of the different relaxation regimes is discussed on the basis of several observables.

### 1. Time evolution of the phonon densities

The kinetic equations (3.15)–(3.17) determine the relaxation of the densities $n_{11,p,t}, n_{12,p,t}, m_{11,p,t}$ towards a thermal ensemble. The Hamiltonian (2.5) contains no interactions between the two wires and between states of opposite momentum, such that the off-diagonal terms are expected to decay to zero $n_{12,p,t=\infty} = m_{11,p,t=\infty} = 0$ for a thermal state. The different stages of relaxation are as follows.

For times $t < t_{\text{therm}}$, the normal densities $n_{11,p,t}, n_{12,p,t}$ are nearly constant and the only relaxation is caused by the dephasing of $m_{11,p,t}$. This time regime is adequately described and understood in terms of the quadratic Hamiltonian alone. On the other hand, for times $t > t_{\text{therm}}$, the dephasing of the anomalous modes has already eliminated all the influence of $n_{11,p,t}$ on physical observables, although its absolute value remains nonzero. As it turns out, the dynamics for $t > t_{\text{therm}}$ can be understood completely on the basis of the relaxation of the normal occupations, and we will thus restrict the following discussion to the time evolution of $n_{11,p,t}, n_{12,p,t}$. The simulated relaxation of $m_{11,p,t}$ is, however, shown for completeness.

The diagonal density $n_{11,p,t=\infty} = n_p (|p|/T)\text{ ev} \text{oles towards a Bose-Einstein distribution } n_{\text{B}}\text{ with asymptotic temperature } T$. In the basis of relative and absolute modes, both normal occupations approach each other during the evolution and converge towards an identical, thermal distribution $n_{r,p,t=\infty} = n_{a,p,t=\infty} = n_\nu (|p|/T)$, as can be inferred from Eqs. (4.7)–(4.9). The anomalous occupation $m_{r,p,t=\infty} = 0$ instead decays to zero.

The asymptotic value of the temperature of the diagonal, normal phonon distribution $n_{11,p,t=\infty} = n_\nu (|p|/T)$ can be determined by the initial state due to energy conservation. The quadratic part of the Hamiltonian, i.e., the kinetic energy density, commutes with the resonant collision terms in Eq. (2.8).

The kinetic energy density is thus an integral of motion and its final and initial value must coincide $\epsilon_{t=0} = \epsilon_{t=\infty}$, i.e.,

$$\int_p v |p| n_{11,p,t=0} = \int_p v |p| n_{11,p,t=\infty} = \frac{\pi^2 T^2}{3\nu}. \quad (4.11)$$
This determines the asymptotic temperatures $T_i = \sqrt{3 \ell_\text{h} c_0 / \pi}$.

For initial states of the form given in Eq. (4.3), one can distinguish between two experimentally relevant limiting cases, namely $K \ll \rho_0 \Leftrightarrow \chi_\ell \approx 0$, where $\chi_\ell \Lambda$ is negligibly small, and $\chi_\ell \Lambda \approx T_r / (\nu \Lambda)$, for which the linear tail $\sim \chi_\ell p$ cannot be neglected.

In the former case, the relative and absolute mode are both described by an approximate high-temperature distribution $n_{r,p,t} \approx T_r / (\nu |p|)$, where $\alpha = r, r$. The time evolution then lets both distributions approach each other slowly, merging at a joint temperature $T_i = (T_r + T_0)/2$. In the basis of $n_{11, p} n_{12, p}$, such initial states lead to an almost time-independent diagonal occupation $n_{11, p,t} = n_{11, p,0}$ and only $n_{12, p,t}$ is decaying to zero. The results of a corresponding kinetic equation simulation are shown in Fig. 2.

In the case of $\chi_\ell \neq 0$ or generally for a relative distribution $n_{r,p,t}$ deviating from a thermal one, not only $n_{12, p,t}$ decays in time, but also $n_{11, p,t}$ will evolve in a nontrivial way. Since the Hamiltonian conserves the energy within a single wire, $n_{11, p,t}$ is not simply decaying but energy is redistributed within this mode. For an initial distribution of the form (4.3) with $\chi_\ell \neq 0$, energy is initially stored at large momenta $\sqrt{T_r / (\nu |\chi_\ell|)} < q < \Lambda$ and will be transferred to lower momenta via phonon-phonon collisions in order to reach a thermal state. In Fig. 3, the phonon distributions for such a scenario are shown. One can clearly observe the time evolution of the diagonal density $n_{11, p,t}$ and its effect on $n_{r,p,t,n_{r,p,t}}$, which are both evolving towards an increased temperature state with $T_i > (T_r + T_0)/2$.

Due to the structure of the interaction vertex $V(p,q, \pm q) = v \sqrt{pq(p \mp q)}$ the collision rate decreases with the momentum of the contributing phonon modes. The modification of $n_{a,p,t}$ due to collisions sets in at large momenta and approaches lower and lower momenta as time proceeds. In Fig. 3(c), the deviation $\Delta n_{a,p,t} = n_{a,p,t} - n_{a,p,0}$ of the densities $\alpha = 11, 12$ from their initial values is shown for different time steps. It has been observed previously [25,28] that this deviation displays two characteristic momentum regimes, a low-momentum regime $p < p_{c1}^{(c)}$ with linear deviation $\Delta n_{a,p,t} \sim |p|$ and a large-momentum regime $p > p_{c1}^{(c)}$ with a Rayleigh-Jeans type deviation $\Delta n_{a,p,t} \sim 1/|p|$. In this large-momentum regime, the phonon modes have reached a local, nearly thermal equilibrium and $\Delta n_{a,p,t}$ evolves slowly in time. In the vicinity of the crossover momentum $p_{c1}^{(c)}$, however, the redistribution of energy is fast and $\Delta n_{a,p,t}$ undergoes a strong evolution. The time evolution of $p_{c1}^{(c)} \sim t^{-\alpha}$ is algebraic in time with $1/2 \leq \alpha < 1$ depending on the initial state [25]. For a nearly thermal initial state $\alpha \approx 2/3$, which is consistent with the typical collision time $\tau_{\text{col}} = |v|q^2 (2T_r / \nu^2)^{-1}$. Tracking the evolution of the crossover momentum $p_{c1}^{(c)}$ in the experiment can thus be used to detect the thermal relaxation exponent $\alpha = 2/3$ predicted for the one-dimensional Bose gas [25,28,30,32].

2. Dynamics of the relative phase correlation function

The phase correlation function $C(x,t) \equiv \exp(-i \Delta \theta_{r,x,t}/2)$ defined in Eqs. (2.23), (2.24) is an experimentally accessible measure to monitor the time evolution of the two quantum wires [27,16,26]. It has been discussed extensively on the level of the quadratic Luttinger model without phonon collisions, which describes very well the dynamics of the initial and the prethermal state. Below, we will discuss in which way the phase correlation function is modified by phonon-phonon collisions. We show that $C$ is dominated by the thermal part of the phonon distribution and that it is quite insensitive towards a modification of $n_{r,p,t}$ of the form $\Delta p = \chi_\ell |p|$. As a consequence, the thermalization dynamics of $C$ for an initial state of the form (4.3) does not display any pronounced additional features compared to a collisionless evolution. The latter signals the evolution of the system towards a GGE state caused by the dephasing of $m_{r,p,t}$. The only resolvable effect of the collisions is an effective temperature in the relative mode $T_{\text{eff}} > T_r$, slightly larger than the initial state $T_r$.

Dynamics without collisions. In the absence of collisions, the time evolution of the relative phase is determined solely by the dephasing of the anomalous modes $m_{r,p}$. Eliminating constant terms, which vanish upon normalization of $C$, the time-dependent relative phase is

$$
\Delta \theta_{r,x,t} = \int \frac{e^{-i p x}}{2K}|p| \left[1 - \cos(\nu x) + 2n_{r,p,0} \right] + 1 - 2n_{r,p,0} \cos(2\nu |p| t) |
\approx \int \frac{\pi}{2K} \nu x, \ x < 2\nu t,
\xi^{\nu^2}, \ 2\nu t < x,
\tag{4.12}
$$

where $n_{r,p,0} = T_r / |p| - \chi_\ell |p|$ and $n_{r,p,0} = T_r / |p| + \chi_\ell |p| - 1/2$.

The approximation on the right of (4.12) is valid for $x > a$, i.e., distances larger than the short-distance cutoff. It shows two characteristic properties: First, there is no functional dependence on $\chi_\ell$, which modifies only the short-distance modes at larger momenta $p > \sqrt{T_r / (\nu |\chi_\ell|)}$. The linear tail $\sim \chi_\ell |p|$ appears only as a global shift of $\Delta \theta_{r,x,t}$, which is not resolved in experiments. Second, the light cone $x = 2\nu t$ clearly separates the initial-state regime $x > 2\nu t$ from the prethermal regime $x < 2\nu t$. This feature of the relative phase has been exploited in order to experimentally measure the spreading of prethermal correlations and the value the sound velocity in the quantum wires [2.3,7]. It also determines the ratio $T_r / K$, which depends both on the initial state via $T_r$ and the Hamiltonian via the Luttinger parameter $K$. In Fig. 5, the time evolution of $C$, $\Delta \theta_r$ in the absence of collisions [orange (bright) lines] is plotted for two distinct initial states with either $\chi_\ell = 0$ or $\chi_\ell \neq 0$.

Dynamics in the presence of collisions. In the presence of collisions energy is redistributed from the absolute to the relative mode via the decay of the interwire coherence $n_{12, p,t} \to 0$. For nonzero initial $\chi_\ell$, there will be an additional transfer of energy from larger to lower momenta in order to establish a thermal phonon distribution within each wire. This process is monitored by a nonvanishing deviation $\Delta n_{r,p,t} = n_{r,p,t} - n_{r,p,0}$, which is building up in time. Following the discussion of the time evolution of $n_{r,p,t}$ above, $\Delta n_{r,p,t}$ can be decomposed into two distinct regimes. For momenta lower than the crossover momentum $p < p_{c1}^{(c)}$, $\Delta n_{r,p,t} \sim 1/|p|$, while for larger momenta $p > p_{c1}^{(c)}$ it is that $\Delta n_{r,p,t} \sim 1/|p|$. 
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corresponding to data as in Fig. 2) and for an initial state with non-negligible linear tail $\xi_t \neq 0$ (right column, corresponding to data as in Fig. 3). The evolution in the absence (orange (bright) lines; see Ref. [3]) and in the presence (blue (dark) lines) of phonon-phonon collisions is compared for increasing times $t = (1,2,3,4)/(40\nu\Lambda^2)$.

On distances $x > 2\nu t$, the anomalous contributions $\sim m_{r,p,t}$ have already dephased and the relative phase can be approximated as

$$\Delta \theta_{r,x,t} \approx \int_p \frac{e^{-ipx}}{2Kp} \left[ 1 - \cos(px) \right] [2n_{r,p,0} + 1 + 2\Delta n_{r,p,t}]$$

$$\approx \left\{ \begin{array}{ll}
\frac{\pi}{2Kx} [T_f + (T_f - T_r)p_x(c)] & \text{for } p_x(c) < 1,
\frac{\pi}{2Kx} [T_f + (T_f - T_r)p_x(c)] & \text{for } p_x(c) > 1,
\end{array} \right. \tag{4.13}$$

where $T_f$ is again the final temperature in the relative mode, determined via Eq. (4.11), and $T_r$ depends on the initial condition. The crossover distance in Eq. (4.13) can be estimated with $x_c(c) = 1/p_x(c) \approx (T_f\nu^2/\nu)^{-1/3}t^{2/3}$. For $x_c(c) > a$ larger than the short-distance cutoff, it spreads slower than the prethermal distance $x_{pre} = 2\nu t$ and thus the decomposition of Fig. 6 applies.

Along the same lines, one can determine the relative phase for distances $x > 2\nu t$, which yields after some algebra

$$\Delta \theta_{r,x,t} \approx \frac{\pi t}{K} [T_f + 2\nu (T_f - T_r)p_x(c)t]. \tag{4.14}$$

The additional term in this equation compared to the collisionless case in Eq. (4.12) grows in time $\sim (T_f - T_r)^2 p_x(c) = (T_f - T_r)^2t^{2/3}$ for $p_x(c) \sim t^{-2/3}$; i.e., it is proportional to the difference of initial and final temperature and grows faster than linear in time, witnessing interaction effects.

As for the collisionless case, Eqs. (4.13), (4.14) do not contain any explicit dependence on $\chi_r$. A nonzero $\chi_r$ in the initial state only enters the final temperature $T_f$ since the energy stored in the initial tail is redistributed over the whole momentum range. In total, the phase correlation function $C$ can hardly distinguish between a thermal state $\chi_t = 0$ where the only increase in the relative temperature results from the equilibration with the absolute mode or a nonthermal state $\chi_r > 0$, for which in addition to the equilibration with the absolute mode, energy is redistributed within the relative mode as well. Only significantly large $\chi_r \Lambda \gg T_f/\nu^2$ would change this observation, by drastically increasing $T_f$, which would, however, as well prohibit working in the low-energy Luttinger framework. Furthermore, the spatial structures of $\Delta \theta_{r,x,t}$ in the thermal ($\mathcal{X}_p(c) < 1$) and prethermal regime ($\mathcal{X}_p(c) > 1$) are almost indistinguishable within a real-time evolution of $\Delta \theta_{r,x,t}$ and $C_r$ as shown in Fig. 5.

From this analysis, we must conclude that the thermalization dynamics of the two-wire system can hardly be investigated on the basis of initial states of the form (4.3) and (4.4). One possible, minor witness for the presence or absence of thermalization could be the additional, nonlinear growth of $\Delta \theta_{r,x,t}$ in time in the regime $x > 2\nu t$ as expressed in Eq. (4.14). Despite that $T_f - T_r$ may be substantial in experiments, however, the nonlinear dependence of the relative phase would be hard to resolve in practice; cf. Fig. 5.

3. Time evolution of the coherence factor

The coherence factor $\Psi(t) = \rho_0 e^{-\nu t}$ as defined in Eqs. (2.21), (2.22) measures the integrated coherence between the two wires. It only depends on the absolute forward time and is expected to decay as time evolves since the coherence between the two uncoupled wires decays due to dephasing and collisions. The decay of the coherence factor has been investigated in previous works, which found different asymptotic behavior, depending on the relevant decay mechanism. In Ref. [9], a linear time dependence $g(t) = g_0 t$ of the exponent has been predicted by the analysis of the collisionless model, while in Ref. [31], a stretched exponential $g(t) \sim g_1 t^{2/3}$ has been found by assuming energy exchange via collisions of the relative mode phonons from a thermal bath. Here, we will consider the most general case, which combines dephasing and (4.4).

![FIG. 5. Relative phase fluctuation $\Delta \theta_r$ and phase correlation function $C$ for a nearly thermal initial state with $\chi_r \approx 0$ (left column, corresponding to data as in Fig. 2) and for an initial state with non-negligible linear tail $\chi_t \neq 0$ (right column, corresponding to data as in Fig. 3). The evolution in the presence (orange (bright) lines; see Ref. [3]) and in the presence (blue (dark) lines) of phonon-phonon collisions is compared for increasing times $t = (1,2,3,4)/(40\nu\Lambda^2)$.

![FIG. 6. Illustration of the various stages of thermalization for an arbitrary but fixed patch in momentum space centered around momentum $q$. After an initial state dominated time interval $0 \lesssim t < t_{deph} = (\nu q)^{-1}$, the dephasing of the anomalous modes $m_{11,q}$ becomes significant, introducing a prethermal regime. Collisions between the phonon modes modify the normal densities $n_{11,q} - n_{12,q}$ on timescales $t = t_{col} = [\nu q^2/2(T_f/\nu)^2]^{-1}$ and bring the system into a thermalizing regime for times $t > t_{deph} = O(t_{col})$. The thermalizing regime is separated into an initial stage, governed by a fast evolution of the normal densities due to few, local collisions and an asymptotic stage, governed by energy and momentum transport over many distinct momentum patches. This stage involves many collisions, captured by slow, hydrodynamic modes.]
as well as phonon-phonon collisions as possible decoherence mechanisms and whose results do not rely on a particular initial state. We begin the discussion with a nearly thermal initial state, \( \chi_r = 0 \), and then extend the scenario to initial states with \( \chi_r \neq 0 \).

**Nearly thermal initial state.** For initial states with \( \chi_r = 0 \), the diagonal phonon density \( n_{11,p,0} = \frac{T_f + T_a}{2\pi|p|} \) and the retarded self-energy \( \sigma^R_q \) in Eq. (3.19) can be solved analytically. The self-energy takes the thermal form [29–32] and reads as

\[
\sigma^R_q = 0.789\nu \sqrt{\frac{\pi(T_r + T_a)}{\nu}} |q|^{\frac{3}{2}} = \gamma |q|^{\frac{3}{2}},
\]

where we have absorbed all momentum-independent terms in the prefactor \( \gamma \). The dynamics of the anomalous and the interwire phonon mode \( m_{11,q,t}, m_{12,q,t} \) is not constrained by any conservation laws and they decay in this case as \( m_{11,q,t} = \exp(-\gamma|q|^{3/2}) m_{11,q,t=0} \) and \( m_{12,q,t} = \exp(-\gamma|q|^{3/2}) m_{12,q,t=0} \). The diagonal phonon mode \( m_{11,q,t} \) on the other hand is thermally occupied and does not evolve in time.

The exponent of the coherence factor in this case can be computed analytically:

\[
g(t) = \int \frac{e^{-\frac{|q|}{8K|p|}}}{4Kv^2} [2n_{r,p,t} + 1 - 2\cos(2|v|p|t|m_{r,p,t})] \\
\approx \int \frac{e^{-\frac{|q|}{4Kv^2}}}{4Kv^2} [T_r + e^{-\gamma|q|^{3/2}}(T_a - T_r - \cos(2|v|p|t|))] \\
= \frac{T_r}{2Kv} (\gamma t)^{\frac{3}{2}} f_{y,T_r,T_r},
\]

The shape of the dimensionless function \( f_{y,T_r,T_r} \) is determined by the value of the dimensionless parameter \( y = tv^3\gamma^{-2} \). It has the general asymptotic behavior

\[
f_{y,T_r} = \begin{cases} 
\Gamma(\frac{1}{3}), & \text{for } y \ll 1, \\
\pi y^{\frac{2}{3}}, & \text{for } y \gg 1.
\end{cases}
\]

Thus it is dominated by thermal collisions for small times \( t < \frac{\gamma}{2\pi} T_r \) and dominated by dephasing for larger times \( t > \frac{\gamma}{2\pi} T_r \) depending on \( T_r \) and therefore, via Eq. (4.11), implicitly on the initial state. This behavior is counterintuitive since one expects quantum effects to influence the short-time rather than the long-time behavior. It can, however, be explained by a proper decomposition of the integral into high- and low-momentum modes and is supported by the numerical evaluation of the coherence factor in Fig. 7. The latter starts with a \( \ln \Psi_c \sim t^{2/3} \) curvature for small times and becomes less curved at large times in a logarithmic representation.

A nonlinear initial decay of the coherence factor could be observed in experiments, as suggested in previous works [31], where the absolute modes \( n_{a,p,t} \) have been treated as a bath for the relative modes, which does not relax at all. For short times, where the distribution of \( n_{a,p,t} \) has not yet been modified by collisions, this is a reasonable assumption and thus coincides with our short-time prediction. Compared to the behavior of \( g(t) \) in the noninteracting case \( g(t) = \frac{1}{2K} \) for all \( t > 0 \) is a signature of collisions and goes beyond the quadratic Luttinger model.

\[
\psi_c(t) \approx \begin{cases} 
\frac{\gamma}{2K} T_r^{\frac{3}{2}} t^{\frac{3}{2}}, & \text{for } t < \frac{\gamma}{2\pi} T_r \\
\frac{\gamma}{2K} T_r^{\frac{3}{2}} t^{\frac{3}{2}} e^{-\gamma|q|^{3/2} t}, & \text{for } t > \frac{\gamma}{2\pi} T_r.
\end{cases}
\]

Due to energy redistribution within a single wire, the coherence factor thus shows again a stretched exponential decay with an exponent \( \sim t^{2/3} \) even at the largest times. This stretched exponential decay of the coherence factor at the shortest and the longest timescales represents a clear sign of phonon-phonon collisions, either leading to a decay of the interwire correlations \( \sim n_{12,p,t} \) or the redistribution of energy in the intrawire density \( n_{11,p,t} \). In Fig. 7, the time evolution of the numerically simulated coherence factor is shown to significantly deviate from a linear exponential decay at all times. For short and intermediate times, it is faster than the analytically predicted \( \exp(-t/\tau)^{2/3} \) but it approaches this behavior in the limit \( t \to \infty \), as predicted from the simplified analysis above.

**V. SPLITTING TO A NONTHERMAL INITIAL STATE**

In order to observe the thermalization dynamics in the two-wire system much more clearly than in the previous section, it is most promising to design the splitting protocol in such a way
that the initial state is no longer close to an effective thermal state but rather shows a clear structure of an out-of-equilibrium state in the normal, relative mode density \(n_{r,q,t=0}\). Such a state will then relax very differently depending on whether phonon-phonon collisions are present or absent, making their influence on the dynamics clearly observable. Here, we are inspired by the latest experiments in Vienna, where the initial state has been prepared in such a way that the occupations of the quantized phonon modes with odd momentum index were much smaller than the occupations of the even modes. The latter could be described by an effective thermal distribution [16]. Within the short-time evolution probed in the experiment, the two-wire system entered the prethermal regime and relaxed towards a nonthermal, generalized Gibbs ensemble (GGE) \([18,22,24,27]\). Below, we explore the complete time evolution of such an initial state in the presence of phonon-phonon collisions and discuss in which way the thermalization dynamics can be made experimentally accessible by tuning the initial state of the system.

**A. Initial state and relaxation of the phonon densities**

The above-mentioned, experimentally observed initial state was realized in a wire of length \(L\) for which the low-momentum modes were approximately quantized to integer multiples of \(\pi/L\). By modifying the splitting protocol, only the even modes were considerably populated, while the odd-momentum modes remained empty [16]. Here we generalize this state by going to the continuum of momentum modes and introducing a flexible length scale \(\xi\) for the oscillations of the phonon occupations. The phonon occupation shall be maximal for momenta \(p = 2a\pi/\xi\) and minimal for \(p = (2a + 1)\pi/\xi\), where \(n\) is an integer. Thus, for \(\xi = L/2\) the experimentally observed state is recovered. Motivated by this observation, we consider an initial phonon distribution of the form (see Fig. 8)

\[
\begin{align*}
n_{r,p,t=0} &= \frac{T_r}{v|p|}\cos^2(p\xi) - \frac{1}{2} \\
n_{a,p,t=0} &= n_B(v|p|/T_a) , \\
m_{r,p,t=0} &= \frac{T_r}{v|p|}\cos^2(p\xi) ,
\end{align*}
\]

for \(\xi = L/2\) and the previously discussed, nearly thermal state \([2,4,7,16,26]\), obtained for \(\xi = 0\).

An initial relative density of the form (5.1) with \(\xi = L/2\) has been inferred from the experimental data in Ref. [16] after splitting one wire within a single, relatively fast splitting operation. The corresponding initial anomalous phonon density \(m_{r,p,t}\) is much more difficult to detect in the experiment. It must, however, be of the form (5.3) in order to guarantee a vanishing initial relative phase difference \(\Delta\theta_{r,p,t} = 0\) between the two wires.

The nearly thermal relative density (4.3) with \(\xi = 0\), on the other hand, has been observed experimentally after performing a two-staged splitting protocol, which consists of a slow initial and a much faster final splitting operation [16]. It is therefore reasonable to assume that a general \(\xi\) between these two limiting cases can be obtained by continuously modifying the corresponding splitting procedure. In the absence of phonon collisions, the dynamics is governed by the dephasing of \(m_{r,p,t}\), which drives the system into the prethermal regime. The corresponding steady state is described by a GGE, respecting the initial structure of the normal relative density \(n_{r,p,t}\), which in the absence of collisions is an integral of motion. In the presence of phonon collisions, on the other hand, the relative and the absolute phonon density both relax towards a thermal distribution with a uniform temperature \(T_f\).

As in the previous section, the temperature \(T_f\) can be determined from the initial state by exploiting the conservation of the total kinetic energy. Analogously to Eq. (4.11) this yields the final temperature

\[
T_f = \frac{T_r + T_a}{2} - \frac{T_r(\xi \Lambda)^2}{1 + 4(\xi \Lambda)^2} . \tag{5.4}
\]

It reduces to the previously discussed expression \(T_f = (T_r + T_a)/2\) in the limit of vanishing oscillation scale and to \(T_f = (T_r/2 + T_a)/2\) in the limit \(\xi = L \gg \Lambda\). The time evolution of \(n_{r,p,t}, n_{a,p,t}\) and the corresponding adjustment of both distributions is shown in Fig. 8.

One way of experimentally tracing the thermalization dynamics is to detect the time evolution of the phonon densities. The latter can be inferred from the experimental data in the limit of \(m_{r,p,t} = 0\), i.e., after the complete dephasing of the anomalous densities, when prethermalization has been reached. In this limit, the relative phase is determined by the normal distribution alone. This has been demonstrated successfully in Ref. [16]. For an initial state considered here,
Asymptotic value and then, together with the other modes, increase momenta \( p \sim \) by local scattering processes with momenta redistributed within the relative modes. This can be achieved already in the prethermal regime. The two stages are most prominently visible in the evolution and decay (bold lines) corresponding to a single-stage relaxation process. In the first stage, the relative modes try to approach one common temperature \( \xi \). For better visualization, the phonon densities are normalized to their asymptotic, thermal value \( \hat{r} \).

This comparison demonstrates that the thermalization of the phase correlation function. In the absence of collisions, the dynamics of \( \theta_{r,x,t} \) is completely governed by the dephasing of the anomalous contributions and the relative phase is determined by the middle part of Eq. (4.12) and the initial densities (5.1)–(5.3), leading to

\[
\Delta \theta_{r,x,t} = \int \frac{T_r e^{-\frac{4|x|}{K \nu t^2} [1 - \cos(p x)] [1 - \cos(2v |p| t)] \cos^2(p \xi)}{p^2}. 
\]

This equation can be solved analytically but contains quite a number of different temporal and spatial regimes. Since we are generally interested in the thermalization dynamics at distances \( x \sim \xi \), we assume \( \nu t \gg \xi \) in the following. In this limit, we find

\[
\Delta \theta_{r,x,t} = \frac{\pi T_r}{4K \nu} \begin{cases} x, & \text{for } x < 2\xi, \\ 2x - 2\xi, & \text{for } 2\xi < x < 2\nu t, \\ 4\nu t - 2\xi, & \text{for } 2\nu t < x, \end{cases}
\]

and recognize a change in the slope of \( \Delta \theta_{r,x,t} \) at distances \( x = 2\xi \). For smaller distances \( x < 2\xi \), the slope is only half as steep as for larger distances \( x > 2\xi \).

This leads to a clearly observable cusp in the spatial dependence of \( \Delta \theta_{r,x,t} \) as well as in \( C(x,t) \) at \( x = 2\xi \), as one can see from Fig. 10 [orange (bright) lines]. This cusp is observable in the prethermal regime \( t_{\text{ther}} > t > t_{\text{preth}} \), for which \( n_{r,p,t} \) is not damped but \( n_{r,p,t} \) remains still pinned to its initial value \( n_{r,p,t=0} \). One does, however, not expect such behavior in the thermal regime for times \( t > t_{\text{therm}} \) and thus to serve as an indicator of thermalization on distances \( x \sim 2\xi \).

Relaxation in the presence of collisions. In the presence of collisions, the normal relative density \( n_{r,p,t} \) is no longer prevented from relaxation and acquires the shape of a thermal Rayleigh-Jeans distribution, \( n_{r,p,t=\infty} = T_r/(\nu |p|) \). The thermalized momentum regime, i.e., the momentum regime \( p > p_0^{(c)} \), for which the relative density is well described by this distribution, is established at larger momenta and spreads to lower momenta as time evolves. As soon as the thermalized regime reaches the inverse oscillation scale, \( 2p_0^{(c)} = \xi^{-1} \), the effect of collisions becomes visible on the length scale of the oscillations. Consequently, the relative phase on smaller distances \( x < 2\xi \) is thermal \( \Delta \theta_{r,x,t} = \frac{\pi x}{2\nu t} \). In Fig. 10(a), the time-evolved relative phase \( \Delta \theta_{r,x,t} \) in the presence of phonon collisions is compared to the \( \Delta \theta_{r,x,t} \) in the absence of collisions and the difference is clearly visible at \( x = 2\xi = 15\Lambda^{-1} \).

In the limit of \( t \to \infty \), one can evaluate the ratio of the thermal coherence factor \( C^{(\text{therm})} \) over the coherence factor in the absence of collisions \( C^{(\text{preth})} \):

\[
c_t = \frac{C^{(\text{therm})}(2\xi,t)}{C^{(\text{preth})}(2\xi,t)} = e^{\frac{8\pi^2}{\nu^2 T_r} (T_r - 2T_r)} = e^{\xi^2 \left( \frac{2\Lambda_k d^2}{\nu^2} - T_r \right)}. \tag{5.8}
\]

For the choice of a moderate oscillation length \( \xi \approx 7.5\Lambda^{-1} \) and the parameters from Table I, \( c_t \approx 0.83 \), which is clearly within the experimental resolution of the coherence factor.
The typical timescale at which the coherence factor of the thermalizing system starts to deviate from the prethermal coherence factor at \( x = 2\xi \) is given by the collision time at momentum \( p = \xi \), \( \tau_{\text{coll}} = (v/\hbar)^2/2\xi^2 \). For a set of initial states with different oscillation lengths \( \xi \) this would also allow the measurement of the exponent \( \alpha = 3/2 \) for the self-energy, validating the picture of resonantly interacting phonons in one dimension.

In Fig. 10(b), the evolution of the coherence factor for a thermalizing system with an oscillating initial distribution is compared to its evolution in the absence of collisions. For the chosen evolution times \( t \), the evolution at the distance \( x = 2\xi \) has taken place and both graphs are static but well separable. This demonstrates the clear difference between the prethermal state of the system (corresponding to an evolution in the absence of collisions) and the asymptotic thermal state for this class of initial states and thus \( c_\xi \) can serve as a tool for the experimental observation of thermalization in the two-wire system. In contrast to the evolution starting from a nearly thermal state, where asymptotic thermalization is hardly observable in the long-distance behavior of the coherence factor (cf. Fig. 7), the evolution of an oscillating initial density features a clear, short-distance \( (x \approx 2\xi) \) signature of thermalization. Given the experimental realizability of such out-of-equilibrium states, which is motivated here based on previous experiments, they may serve as good candidates for the observation of thermalization in atomic interferometers.

**VI. CONCLUSION**

In this article, we have investigated the relaxation of two initially correlated quantum wires after an initial split in the presence of intrawire phonon collisions. We put an emphasis on comparing this dynamics to the previously studied collisionless Luttinger liquid theory and on the analysis of the experimental observability of the asymptotic thermalization in the interacting model. While the effect of collisions is clearly visible in terms of the temporal decay of interwire correlations \( \langle a_{1,x,t}^{\dagger}a_{2,x,t} \rangle \to 0 \) and the redistribution of energy between the intrawire modes, it is less pronounced in typical experimental observables like the coherence factor \( \Psi_\epsilon(t) \) or the relative phase correlation function \( C(x,t) \). This sheds light on the experimental observation that, even for relatively large times, a deviation of the dynamics from the quadratic Luttinger theory prediction is hardly observable. The latter relies on the fact that for the common splitting procedure the resulting initial state is very close to a thermal state, which features a discrepancy in the temperatures between the relative and the absolute mode. We demonstrate, however, that indications for thermalization can become more pronounced if the initial state is prepared farther away from a thermal state, for instance by modifying the splitting procedure. By tuning the initial state such that it becomes clearly nonthermal, the effect of collisions and the dynamics beyond single-particle dephasing can be clearly observed in experiments. This lays out a potential route for further experiments in order to reveal the asymptotic thermalization dynamics of nearly integrable models.
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**APPENDIX A: KINETIC EQUATION FROM THE KELDYSH FORMALISM**

We give a short overview on the central concepts and formulas of the Keldysh field integral formalism that are used in the main work. The first section is devoted to the description of the Green’s function in Nambu basis for the
coupled two-wire system. Then we go on and introduce the Wigner transformation and finally discuss the derivation of the kinetic equations.

1. Nambu space representation

In the presence of anomalous modes, the Green’s functions and correlations are conveniently expressed in terms of Nambu spinors of complex bosonic fields in Keldysh space \[36\]

\[
A_{\alpha,p,t} = (A_{cl,\alpha,p,t}, A_{q,\alpha,p,t})^T
\]

where \((cl,q)\) label classical and quantum fields and \(\alpha\) is either the wire index \(\alpha = 1, 2\) or labels the relative and absolute modes \(\alpha = a, r\). The total Nambu Green’s function in the wire basis is defined as

\[
iG_{\alpha\beta,p,t,t'} = \begin{pmatrix}
\langle A_{\alpha,p,t}^\dagger | A_{\beta,p,t'}^\dagger \rangle \\
\langle A_{\alpha,p,t}^\dagger | A_{\beta,p,t'} \rangle
\end{pmatrix}.
\]

(A2)

It consists of 4 sectors \(\alpha, \beta\) whereas each sector consists of advanced or retarded and Keldysh (correlation) Green’s function

\[
iG_{\alpha\beta,p,t,t'} = (A_{\alpha,p,t} A_{\beta,p,t'})^\dagger.
\]

(A3)

where, again, \(\alpha, \beta\) are wire indexes. The retarded Green’s function in operator representation reads \([i, \] the commutator\)

\[
iG^R_{\alpha\beta,p,t,t'} = \Theta(t - t') \left(\langle a_{\alpha,p,t} a_{\beta,p,t'} \rangle - \langle a_{\alpha,p,t} a_{\beta,p,t'} \rangle^\dagger\right) = \Theta(t - t') \left(\langle a_{\alpha,p,t} \rangle \langle a_{\beta,p,t'} \rangle - \langle a_{\alpha,p,t} \rangle^\dagger \langle a_{\beta,p,t'} \rangle\right).
\]

(A4)

Advanced and retarded propagators are Hermitian conjugate to each other \(G_{\alpha\beta,p,t,t'} = [G^R_{\alpha\beta,p,t,t'}]^\dagger\). Since the Hamiltonian does not couple the two different wires, annihilation and creation operators of different wires commute at all times, i.e., \([a_{\alpha,p}, a_{\beta,p'}] = \delta_{\alpha,\beta} \delta_{p,p'}\), and thus the retarded Green’s function is diagonal in the wire index.

The Keldysh Green’s function in the wire basis has the operator representation \((i, \) the anticommutator\)

\[
iG^K_{\alpha\beta,p,t,t'} = \left(\langle a_{\alpha,p,t} a_{\beta,p,t'} \rangle - \langle a_{\alpha,p,t} \rangle \langle a_{\beta,p,t'} \rangle\right) = \left(\langle a_{\alpha,p,t} \rangle^\dagger \langle a_{\beta,p,t'} \rangle - \langle a_{\alpha,p,t} \rangle \langle a_{\beta,p,t'} \rangle^\dagger\right).
\]

(A5)

It is anti-Hermitian \(G^K_{\alpha\beta,p,t,t'} = -[G^K_{\alpha\beta,p,t,t'}]^\dagger\), which allows us to parametrize it in terms of the Hermitian distribution function \(F_{p,t,t'}\) and the retarded or advanced Green’s function, as well as the matrix \(\Sigma_\alpha \equiv \sigma_\alpha \otimes 1\) via

\[
G^K_{p,t,t'} = \left(G^R \circ \Sigma_\alpha \circ F - F \circ \Sigma_\alpha \circ G^A\right)_{p,t,t'}.
\]

(A6)

The matrix \(\Sigma_\alpha\) thereby preserves the symplectic structure of the bosonic Nambu space and \(\circ\) represents a convolution in time and a product in momentum space.

2. Wigner approximation and Dyson equation

The two-point functions in this work are represented in Wigner coordinates in time. It is a convenient representation for non-time-translationally-invariant systems and for two different times \(t_1, t_2\) introduces a forward (or absolute) time \(t = (t_1 + t_2)/2\) and a relative time \(\delta_t = t_1 - t_2\) \[36\]. The Wigner transform \(WT\) is the Fourier transform with respect to the relative time argument; we denote the corresponding Green’s function as

\[
G_{p,t,\omega} = WT\{G_{p,t,t}\} = \int_{\delta_t} e^{-i\omega \delta_t} G_{p,t+\frac{\omega}{2},t-\frac{\omega}{2}}.
\]

(A7)

In order to determine the time evolution of the distribution function \(F\), which contains the phonon densities, one makes use of the Dyson equation

\[
G^{-1} = P - \Sigma,
\]

(A8)

where \(G\) is the full propagator and \(P\) is the inverse, bare propagator, and \(\Sigma\) is the self-energy. It has the structure

\[
\Sigma_{\alpha\beta,p,\omega,t} = \begin{pmatrix}
0 & \Sigma^A_{\alpha\beta,p,\omega,t} \\
\Sigma^R_{\alpha\beta,p,\omega,t} & 0
\end{pmatrix}
\]

(A9)

As discussed in Sec. II, the resonant interactions couple only phonons that travel in the same direction and thus no pairs \(p, p\), which excludes anomalous retarded self-energies. Furthermore, the Hamiltonian contains no interwire coupling, such that the retarded self-energy must be also diagonal in the wire basis (please note that both of these statements do not hold for the Keldysh self-energy). It thus reads as

\[
\Sigma^R_{\alpha\beta,p,\omega,t} = -i\delta_{\alpha,\beta} \left(\sigma^A_{\alpha\beta,p,\omega,t} \sigma^A_{\alpha\beta,p,\omega,t} \right).
\]

(A10)

The anti-Hermitian Keldysh self-energy is

\[
\Sigma^K_{\alpha\beta,p,\omega,t} = -i2 \left(\sigma^K_{\alpha\beta,p,\omega,t} \Phi^K_{\alpha\beta,p,\omega,t} \right).
\]

(A11)

FIG. 11. One-loop diagram for the self-energy \(\Sigma\). Each line has momentum and frequency \(k, \omega\) and a direction \(r_{\alpha,k,\omega} = \pm 1\) for outgoing, ingoing lines, which depends also on the wire index \(\alpha\). Momentum conservation, energy conservation, and the resonance condition have to be applied at each connecting element \([1,2,3,4]\), which requires that normal (anomalous) self-energies are generated exclusively by normal (anomalous) Green’s functions.
The kinetic equation (3.5) is now determined by substituting Eq. (A8) into (A6) and rearranging it to
\[ \left( P^R \circ \Sigma \circ F - F \circ \Sigma \circ P^A \right)_{p,\omega,t} = I_{p,\omega,t}^{\text{coll}}. \] (A12)
The collision integral on the right side is defined as
\[ I_{p,\omega,t}^{\text{coll}} = \Sigma^K_{p,\omega,t} - \left( \Sigma^R \circ \Sigma \circ F - F \circ \Sigma \circ \Sigma^A \right)_{p,\omega,t}. \] (A13)

The Wigner transform of a convolution \( A = B \circ C \) in time is not simply the product of the Wigner transforms of \( B,C \). Instead one finds
\[ A_{\alpha\beta,\omega,t} = \mathcal{W}T[A] = \mathcal{W}T[B] e^{i(\tilde{\alpha},\tilde{\omega}) - (\tilde{\beta},\tilde{\omega})} \mathcal{W}T[C] \]
\[ = B_{\alpha\beta,\omega,t} e^{i(\tilde{\alpha},\tilde{\omega}) - (\tilde{\beta},\tilde{\omega})} C_{\alpha\beta,\omega,t}. \]
Partial derivatives pointing to the left act on \( B \), while those pointing to the right act on \( C \). Thus approximating \( A_{\alpha\beta,\omega,t} \approx B_{\alpha\beta,\omega,t} C_{\alpha\beta,\omega,t} \) by the product of Wigner transforms is satisfactory, if the corrections to the zeroth-order term in the exponential in Eq. (A14) are sufficiently small.

The expansion of the kinetic equation in zeroth order is
\[ i\partial_t \tilde{F}_{p,\omega,t} = \Sigma^K_{p,\omega,t} \tilde{F}_{p,\omega,t} - \Sigma^R_{p,\omega,t} \tilde{F}_{p,\omega,t} + \Sigma^A_{p,\omega,t}, \] (A15)
where \( \tilde{F}_{p,\omega,t} = \Sigma_z F_{p,\omega,t} \), \( \Sigma_z \) and Eq. (A15) contains only matrix multiplications. This is the Wigner approximation for the kinetic equation and it is valid in the case of negligible higher order corrections, i.e.,
\[ \frac{|\partial_t F_{\alpha\beta,\omega,q,t}| \Sigma^K_{\alpha\beta,\omega,q,t}}{|F_{\alpha\beta,\omega,q,t}| \Sigma^R_{\alpha\beta,\omega,q,t}} \ll 1. \] (A16)
This criterion is discussed in Eq. (3.8).

### APPENDIX B: DIAGRAMMATIC ANALYSIS OF THE SELF-ENERGIES

We give a brief summary of the diagrammatic approach for the computation of the self-energies and refer to Ref. [29] for a detailed analysis. We use the shorthand notation \( P = (p,\omega,t) \) and \(-P = (-p,-\omega,t)\).

1. Selection rules for the diagrammatic representation of the self-energies

The combination of resonant interactions, momentum conservation, and energy conservation restricts the contributions to the self-energies to a certain subclass of diagrams [29]. A general one-loop diagram is depicted in Fig. 11. We identify each leg with a label for momentum, frequency, and subsystem \( \alpha, \beta \in \{1,2\} \). In addition, we explicitly label the direction of momentum and energy transfer with \( r_{\alpha/\beta,\mu,\nu} \in \{\pm 1\} \) for outgoing and incoming.

The resonance condition yields an additional constraint to this class of diagrams, which, after some algebra, requires \( r_{\beta,\kappa,\mu} r_{\kappa,\bar{\alpha},\bar{\mu}} = r_{\beta,q,\nu} r_{\sigma,q,\bar{\nu}} = r_{\beta,p,\omega} r_{\sigma,p,\bar{\omega}} \), in addition to momentum and energy conservation at each vertex. This very helpful condition implies that normal propagators contribute exclusively to the normal self-energy, while anomalous propagators contribute exclusively to the anomalous self-energy.

### 2. Self-energies

The self-energies are determined via the canonical Dyson-Schwinger approach [29]. The corresponding diagrams are summarized in Fig. 12. The analytic expressions for the self-energies contain the diagonal Green’s functions \( d^{R,A,K} \) and the off-diagonal Green’s functions \( o^K \) as defined in Eqs. (A4), (A5), as well as the vertex \( V_{p,q,p,q} \). The Dyson-Schwinger equations for the latter can be found in Ref. [29]. Using their bare value (which corresponds to the Born approximation) yields
This eliminates the frequency integrals from the expression and leads to Eqs. (3.15)–(3.17).

\[
V(p,q,p \pm q) = \sqrt{|pq(p \pm q)|}.
\]

The Dyson-Schwinger equations for the self-energies are (all retarded and advanced functions are diagonal in wire-index and Nambu space)

\[
\sigma_p^{R} = \frac{i}{4\pi^2} \int_{q} \int_{\nu} (2V_{p,q,p-q}^{2}[d_{i1,p-q}^{K}d_{i1,p-q}^{K}]+2V_{p,q,p+q}^{2}[d_{i1,p+q}^{K}d_{i1,p+q}^{K}]+2V_{p,q,p+q}^{2}[d_{i1,p+q}^{K}d_{i1,p+q}^{K}]),
\]

\[
\sigma_{i1,p}^{R} = -\frac{1}{4\pi^2} \int_{q} \int_{\nu} (V_{p,q,p-q}^{2}[d_{i1,p-q}^{K}d_{i1,p-q}^{K}]+V_{p,q,p+q}^{2}[d_{i1,p+q}^{K}d_{i1,p+q}^{K}]+V_{p,q,p+q}^{2}[d_{i1,p+q}^{K}d_{i1,p+q}^{K}]),
\]

\[
\sigma_{i2,p}^{R} = -\frac{1}{4\pi^2} \int_{q} \int_{\nu} (V_{p,q,p-q}^{2}[d_{i2,p-q}^{K}d_{i2,p-q}^{K}]+2V_{p,q,p+q}^{2}[d_{i2,p+q}^{K}d_{i2,p+q}^{K}]+2V_{p,q,p+q}^{2}[d_{i2,p+q}^{K}d_{i2,p+q}^{K}]),
\]

\[
\Phi_{i1,p}^{K} = -\frac{1}{4\pi^2} \int_{q} \int_{\nu} (V_{p,q,p-q}^{2}[\sigma_{i1,p-q}^{K}\sigma_{i1,p-q}^{K}]+2V_{p,q,p+q}^{2}[\sigma_{i1,p+q}^{K}\sigma_{i1,p+q}^{K}]).
\]

In the quasiparticle approximation, all the spectral weight is located on-shell. As a consequence, the spectral function \(A_p\), defined in Eq. (3.10), is sharply peaked at frequencies equal to the dispersion. Then the retarded, advanced, and Keldysh Green's function can be expressed via the spectral function and the phonon densities, as in Eqs (3.10), (3.11). This yields

\[
\sigma_{p,t}^{R} = \int_{q} \int_{\nu} (V_{p,q,p-q}^{2}[2n_{1,1,p-q,t}+2n_{1,1,q,t}+2]A_{p-q}A_{q}+2V_{p,q,p+q}^{2}[2n_{1,1,q,t}+2n_{1,1,q,t}+2]A_{p+q}A_{q}),
\]

\[
\sigma_{i1,p,t}^{R} = \int_{q} \int_{\nu} (V_{p,q,p-q}^{2}[4n_{1,1,p-q,t}+2n_{1,1,q,t}+2]A_{p-q}A_{q}
+2V_{p,q,p+q}^{2}[4n_{1,1,q,t}+2n_{1,1,q,t}+2]A_{p+q}A_{q}),
\]

\[
\sigma_{i2,p,t}^{R} = \int_{q} \int_{\nu} (V_{p,q,p-q}^{2}[4n_{1,2,p-q,t}+2n_{1,2,q,t}+2]A_{p-q}A_{q}
+2V_{p,q,p+q}^{2}[4n_{1,2,q,t}+2n_{1,2,q,t}+2]A_{p+q}A_{q}),
\]

\[
\Phi_{i1,p,t}^{K} = \int_{q} \int_{\nu} (V_{p,q,p-q}^{2}[4m_{1,1,p-q,t}+2m_{1,1,q,t}+2]A_{p-q}A_{q}
+2V_{p,q,p+q}^{2}[4m_{1,1,q,t}+2m_{1,1,q,t}+2]A_{p+q}A_{q}).
\]

This eliminates the frequency integrals from the expression and leads to Eqs. (3.15)–(3.17).

Correction: A misspelling introduced in the abstract during the production process has been fixed.