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Experiments with quantum gas microscopes have started to explore the antiferromagnetic phase of the two-
dimensional Fermi-Hubbard model and effects of doping with holes away from half filling. In this work we show
how direct measurements of the system averaged two-spin density matrix and its full counting statistics can be
used to identify different correlated magnetic phases with or without long-range order. We discuss examples of
phases which are potentially realized in the Hubbard model close to half filling, including antiferrromagnetically
ordered insulators and metals, as well as insulating spin-liquids and metals with topological order. For these
candidate states we predict the doping- and temperature dependence of local correlators, which can be directly
measured in current experiments.

Ultracold atomic gases in optical lattices provide a versa-
tile platform to study strongly correlated phases of matter in
a setting with unprecedented control over Hamiltonian pa-
rameters [1, 2]. Moreover, the development of quantum gas
microscopes now allows for the direct measurement of real
space correlation functions with single site resolution in im-
portant model systems like the Fermi-Hubbard model, giving
access to viable information that can be used to identify vari-
ous quantum states of matter. Using state of the art technology
the many-body wavefunction can now be imaged on a single-
site and single-fermion level [3–7] and even the simultaneous
detection of spin and charge (i.e. particle-number) degrees
of freedom has been achieved [6]. In combination with the
capability to perform local manipulations, new insights can
be obtained into the microscopic properties of strongly corre-
lated quantum many-body systems, which are difficult to ac-
cess in traditional solid state systems. For example, the hid-
den string order underlying spin-charge separation in the one-
dimensional t − J model has been directly revealed in a quan-
tum gas microscope [8]. Ultracold atom experiments have
also revealed charge ordering in the attractive Fermi-Hubbard
model at half filling [9] and observed longer-ranged antifer-
romagnetic (AFM) correlations [10, 11]. Furthermore trans-
port properties of the two-dimensional Fermi-Hubbard model
were investigated independently for spin and charge degrees
of freedom by exposing the system to an external field in the
linear response regime [12, 13], where clear signatures of bad
metal behaviour have been detected in the temperature depen-
dence of the charge conductivity [13]. In all these settings,
the ultracold atom toolbox can now be applied to gain new
insights.

One of the big open problems in the field of strongly corre-
lated electrons is to understand the fate of the AFM Mott in-
sulator in quasi-two-dimensional square lattice systems upon
doping it with holes. This problem is particularly relevant in
the context of the so-called pseudogap phase in underdoped
high-temperature cuprate superconductors [14]. In the last
decades many works have shown that the two-dimensional
one band Hubbard model below half filling captures various
phenomena which are found in the phase diagram of cuprates,
including superconductivity and charge density wave order-
ing, among others [15–17].

Quantum gas microscopy experiments are now starting to
probe the interesting temperature and doping regime in the
Fermi-Hubbard model where correlation effects in doped Mott
insulators become visible across the entire system [11], pro-
viding valuable insight into this problem. This immediately
raises the question how the various symmetric or symmetry
broken phases that have been proposed theoretically below
half filling can be identified in these experiments. Since ac-
cessible temperatures are still rather high, T & 0.5J where J
is the super-exchange energy, the correlation length of sym-
metry broken phases is typically on the order of several lat-
tice spacings, making a direct detection of order parameters
challenging. Moreover, various symmetric phases which have
been proposed as potential ground-states away from half fill-
ing, such as doped resonating-valence bond (RVB) states [18–
20], have very similar short-range spin-spin correlations as
magnetically ordered states with a short correlation length.
For this reason measurements of spin-spin correlators, which
are routinely performed in current quantum gas microscopy
experiments, can hardly distinguish these conceptually very
different states. In some important cases the symmetric states
are characterized by more complicated topological order pa-
rameters, which are hard to measure in experiments, however.

In this work we show how measurements of the reduced
two-particle density matrix, see Fig. 1, provide a signature
of different interesting phases that might be realized in the
doped Fermi-Hubbard model at strong coupling. We focus
our discussion on phases with strong spin-singlet correlations
and show that the presence or absence of SU(2) spin rotation
symmetry has a clear signature in the full counting statistics
(FCS) of the system-averaged reduced density matrix, allow-
ing to distinguish phases with AFM order from symmetric
RVB-like phases, even if the correlation length is finite. In
addition we provide results for the doping and temperature
dependence of nearest neighbor spin correlators for a metallic
antiferromagnet and a doped spin-liquid, as a guide for future
experiments.

The paper is organized as follows. In Sec. I we introduce
the two-spin reduced density matrix and discuss how its el-
ements can be measured in quantum gas microscopy exper-
iments. Furthermore, we show how the FCS of the system-
averaged reduced density matrix for two neighboring sites can
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be utilized to distinguish symmetric from symmetry broken
phases. The following sections provide explicit examples: in
Sec. II we discuss the half filled case and present results for
Mott insulators with long-range AFM order as well as for in-
sulating quantum spin liquids. Finally, in Sec. III we calculate
the reduced two-spin density matrix and its FCS for two ex-
amples below half filling: an AFM metal as well as a metallic
state with topological order and no broken symmetries.

I. TWO-SPIN REDUCED DENSITY MATRIX AND FULL
COUNTING STATISTICS

In this paper we consider the two-spin reduced density ma-
trix of nearest neighbor sites, see Fig, 1, which contains in-
formation about all local spin correlation functions. We dis-
cuss how its matrix elements can be measured in ultracold
atom setups and show how states with broken symmetries and
long-range order can be distinguished from symmetric states
by considering the FCS of the reduced density matrix from re-
peated experimental realizations. Our approach thus provides
tools to address the long-standing question how AFM order
is destroyed at finite hole doping using ultracold atom experi-
ments at currently accessible temperatures.

1. Two-spin reduced density matrix

The local two-site reduced density matrix ρi, j, correspond-
ing to sites i and j = i + ex on a square lattice, is defined
by tracing out all remaining lattice sites r in the environment,
ρi, j = trr,i, j ρ, where ρ is the density matrix of the entire sys-
tem. In general ρ = e−βH describes a thermal state. We con-
sider states with a definite particle number [ρ,N] = 0, where
N is the total particle number operator. As a result the two-site

Figure 1. The two-spin reduced density matrix ρS, measurable in ul-
tracold atom experiments, and its full counting statistics (FCS) can be
used to distinguish between symmetric and symmetry broken phases
in the Fermi-Hubbard model. The ground state on the square lattice
at half filling has AFM order, which leads to non-vanishing singlet-
triplet matrix elements 〈t|ρS|s〉 , 0 as well as a broad distribution of
the triplet matrix element in the FCS, even if the correlation length
is finite. Below half filling the precise nature of the ground state is
still under debate, with doped quantum spin liquids as one possible
scenario. These give rise to a SU(2) invariant two-spin reduced den-
sity matrix with vanishing singlet-triplet matrix elements, as well as
a sharp delta-function distribution of the triplet amplitude.

density matrix is block diagonal, ρi, j = diag(ρ(0)
i, j , ρ

(1)
i, j , ...) and

contains sectors with n = 0, 1, . . . , 4 fermions for spin-1/2 sys-
tems (see appendix A for details). In the rest of the paper we
will only consider situations where the two sites i and j are
occupied by precisely one fermion each, irrespective of the
total fermion density, and calculate the two-spin reduced den-
sity matrix ρS. It is obtained from the block with two fermions
and proper normalization. Experimentally it can be obtained
by post-selecting measurement outcomes with two particles
on the two sites.

More specifically we will consider spin-1/2 fermions and
represent the two-spin reduced density matrix ρS

i, j in the z-
basis {|↑↑〉, |↑↓〉, |↓↑〉, |↓↓〉}, where the first spin refers to site i
and the second to site j. It can be written explicitly in terms
of local correlation functions in the z-basis,

ρS
i, j = 1

41 (1)

+ 1
2


〈S z

i 〉 + 〈S
z
j〉 〈S +

j 〉 〈S +
i 〉 0

〈S −j 〉 〈S z
i 〉 − 〈S

z
j〉 0 〈S +

i 〉

〈S −i 〉 0 −〈S z
i 〉 + 〈S

z
j〉 〈S +

j 〉

0 〈S −i 〉 〈S −j 〉 −〈S z
i 〉 − 〈S

z
j〉


+


〈S z

i S
z
j〉 〈S z

i S
+
j 〉 〈S +

i S z
j〉 〈S +

i S +
j 〉

〈S z
i S
−
j 〉 −〈S

z
i S

z
j〉 〈S +

i S −j 〉 −〈S
+
i S z

j〉

〈S −i S z
j〉 〈S −i S +

j 〉 −〈S
z
i S

z
j〉 −〈S

z
i S

+
j 〉

〈S −i S −j 〉 −〈S
−
i S z

j〉 −〈S
z
i S
−
j 〉 〈S z

i S
z
j〉

 .
Here, S α

i is the spin operator on lattice site i with α ∈

{0,+,−, z} and we define S 0
i = 1i as the identity operator. Note

that the expectation values 〈·〉 are defined after post-selecting
states with precisely one fermion each on sites i and j.

For quantum states ρ commuting with S z, i.e. [ρ, S z] = 0,
the two-spin density matrix becomes block diagonal. The first
two blocks are one-dimensional and correspond to the ferro-
magnetic basis states | ↑↑〉 and | ↓↓〉. The third block corre-
sponds to the two-dimensional subspace spanned by the anti-
ferromagnetic states |↑↓〉 and |↓↑〉. If the state ρ has an ad-
ditional S z → −S z symmetry, which follows from a global
SU(2) symmetry for example, the reduced density matrix sim-
plifies further because the entire second line of Eq. (1) van-
ishes identically and we get

ρS
i, j = 1

41 (2)

+


〈S z

i S
z
j〉 0 0 0

0 −〈S z
i S

z
j〉 〈S +

i S −j 〉 0
0 〈S −i S +

j 〉 −〈S
z
i S

z
j〉 0

0 0 0 〈S z
i S

z
j〉

 .
In this paper we are particularly interested in cases with spon-
taneously broken or unbroken SU(2) symmetry and how it
manifests in the two-spin density matrix. For this purpose
it is more convenient to represent the two-dimensional sub-
block of the reduced density matrix in the singlet-triplet basis
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defined by

|s〉 = 1
√

2
[|↑↓〉 − |↓↑〉], (3)

|t〉 = 1
√

2
[|↑↓〉 + |↓↑〉]. (4)

In the rest of this paper we will focus on the following combi-
nations of matrix elements of the two-spin density matrix:

pf = 〈↑↑| ρS |↑↑〉 + 〈↓↓| ρS |↓↓〉 (5)

denotes the probability to observe ferromagnetic correlations
on the two sites of interest i and j. It can be directly measured
in the S z basis. Moreover

ps = 〈s| ρS |s〉 and pt = 〈t| ρS |t〉 (6)

denote the singlet and triplet probabilities and

pst = 〈s| ρS |t〉

=
1
2

(
〈↑↓| ρS |↑↓〉 − 〈↓↑| ρS |↓↑〉

)
+ i Im〈↑↓| ρS |↓↑〉 (7)

is the singlet-triplet matrix element. The real part of pst can
be again directly measured in the S z-basis.

The singlet and triplet probabilities, ps,t, can be measured
in ultracold atom systems by utilizing the single-site control
over spin-exchange interactions in optical superlattices pio-
neered in Ref. [21]. To this end one can first increase the lat-
tice depth, which switches off all super-exchange interactions.
Next a magnetic field gradient along x-direction is switched
on for a time τ1 which leads to a Zeeman energy difference ∆

of the two states |↑↓〉 and |↓↑〉 and drives singlet-triplet oscil-
lations. Choosing τ1 = π/(2δ) the singlet-triplet basis {|s〉, |t〉}
is mapped to {(|↑↓〉 ± i |↓↑〉)/

√
2}. Subsequently a superlattice

can be used to switch on spin-exchange couplings of strength
J between sites (2i, j) and (2i + 1, j) for a finite time τ2. By
choosing τ2 = π/(2J) the original singlet-triplet basis {|s〉, |t〉}
is now mapped on {|↓↑〉, |↑↓〉}. After this mapping a measure-
ment in the z-basis directly reveals the singlet and triplet prob-
abilities, ps = 〈|↓↑〉〈↓↑|〉 and pt = 〈|↑↓〉〈↑↓|〉, where the expec-
tation values 〈·〉 are taken in the measurement basis.

2. Shot-to-shot full counting statistics

Ultracold atoms not only provide direct access to local cor-
relation functions, but also to the FCS of physical observ-
ables, which contain additional information about the underly-
ing many-body states beyond the expectation values in Eq. (1)
[22]. On the one hand the FCS contain information about
quantum fluctuations. On the other hand they can be used to
reveal broken symmetries which manifest in long-range order
in the system [11].

In this paper we study the local, reduced two-spin density
matrix ρS and its FCS in an infinite system. Our goal is to
distinguish between fully SU(2) symmetric quantum states
with short-range correlations, and symmetry broken states
with conventional long-range order, despite the fact that these

phases can have very similar properties locally. This can be
achieved by considering the FCS of ρS as follows: for sym-
metry broken states the direction of the order parameter varies
randomly between experimental shots, giving rise to a specific
probability distribution of ρS in a given measurement basis.
This distribution can be obtained directly from experiments
by compiling histograms of a large number of experimental
shots. By contrast, this distribution will consist of a single
delta-function peak for states with no broken symmetry. It
is important to realize, however, that ρS also takes different
values on different lattice sites within a single experimental
shot, which reflects the inherent quantum mechanical proba-
bility distribution of ρS . Determining this quantum mechani-
cal probability distribution is usually referred to as FCS in the
condensed matter literature. In order to single out the effect
of order parameter fluctuations, we first have to average the
two-spin density matrix over the entire system in every shot:

ρS =
2

LxLy

∑
i∈UC

ρS
i,i+ex

, (8)

where Lx,y → ∞ denotes the linear system size. We divide the
lattice into two-site unit cells along x, labeled by one of their
site indices i ∈ UC, in which the reduced two-spin density ma-
trix ρS

i,i+ex
is measured, see Fig. 1. Accordingly, the sum

∑
i∈UC

in Eq. (8) is taken over all such unit-cells. This corresponds
to an average over the quantum mechanical probability distri-
bution and ensures that the resulting ρS is insensitive to quan-
tum fluctuations. Consequently, we can single out effects of
the classical probability distribution of ρS which arises from
different realizations of the order parameter and allows us to
distinguish symmetric from symmetry broken states.

The shot-to-shot FCS of ρS(n) is obtained by measuring
ρS

i,i+ex
for all unit cells at positions i in a single shot n, which

yields a measurement outcome for a specified matrix ele-
ment of ρS

i,i+ex
(n), and taking the system average in Eq. (8).

This procedure is repeated Ns times using a fixed measure-
ment basis (e.g. S z) and histograms of the matrix elements of
{ρS(n)}n=1...Ns yield the desired statistics.

In a translationally invariant system with short-range corre-
lations the state ρ is symmetric and has no long-range order.
In this case the shot-to-shot FCS of ρS becomes a delta func-
tion,

P[ρS]|sym. = δ(ρS − ρS
0). (9)

Because of the exponentially decaying correlations, taking the
average over the infinite system is equivalent to shot-to-shot
averaging of a single pair of spins, ρS

0 = ρS
i,i+ex

(n). In a fi-
nite system, quantum fluctuations give rise to a distribution
peaked around ρS

0 which is expected to have a finite width
w ∝ ξ/

√
LxLy, where ξ � Lx,y is the finite correlation length.

In a system with a broken symmetry and long-range cor-
relations extending over the entire system, in contrast, spatial
and shot-to-shot averaging are not equivalent in general. All
measurement outcomes ρS

i,i+ex
(n) ≡ ρS

i,i+ex
(n,Ω(n)) explicitly

depend on the order parameter Ω(n) associated with the long-
range correlations in the system for shot n. As a result the
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system-averaged two-spin density matrix ρS(n) ≡ ρS(n,Ω(n))
explicitly depends on the order parameter Ω(n).

In systems with spontaneous symmetry breaking, the or-
der parameter Ω(n) fluctuates from shot to shot. Because the
averaging over the infinite system in Eq. (8) makes ρS(n) in-
sensitive to local quantum fluctuations, it only depends on the
order parameter, i.e. ρS(n) ≡ ρS

0(Ω(n)). Therefore the shot-
to-shot FCS of ρS reflects the probability distribution P[Ω] of
the order parameter Ω(n). The probability distribution of the
system-averaged reduced density matrix thus takes the form

P[ρS]|sym.broken =

∫
dΩ P[Ω] δ(ρS − ρS

0(Ω)). (10)

When the order parameterΩ(n) takes a different value in every
shot n, the reduced two-spin density matrix is characterized by
a broad distribution function in general. Its width w converges
to a finite value in the limit of infinite system size.

The reduced density matrix ρS defined on neighboring sites
i and i + ex, forming two-site unit-cells of the square lattice, is
sensitive to order parameters indicating spontaneously broken
SU(2) symmetries, either ferromagnetic or AFM, and some
discrete translational symmetries as expected for valence bond
solids (VBS). We note, however, that ρS is insensitive to other
order parameters. In such cases the distribution function be-
comes narrow, as in Eq. (9), and the underlying ordering can-
not be detected.

We close this section by a discussion of finite temperature
effects in the two-dimensional Fermi-Hubbard model. Due
to the Mermin-Wagner theorem [23], no true long-range or-
der can exist at non-zero temperatures, and the SU(2) sym-
metry remains unbroken. However, the correlation length in-
creases exponentially with decreasing temperatures [11], until
it reaches the finite system size. In this case, the state can-
not be distinguished from a symmetry-broken state, and from
Eq. (10) we expect broad distribution functions of the entries
in the two-spin reduced density matrix. Because of the fi-
nite system size, the averaging in Eq. (8) does not eliminate
all quantum fluctuations, however, which leads to broadened
distribution functions; see Refs. [11, 24] for explicit calcu-
lations. When the system is too small, a clear distinction be-
tween SU(2)-broken and SU(2)-symmetric phases is no longer
possible.

II. TWO-SPIN DENSITY MATRIX AND FULL COUNTING
STATISTICS AT HALF FILLING

As described above, the shot-to-shot FCS of the reduced
two-spin density matrix can be used to distinguish states with
broken symmetries from symmetric states. Here we consider
two important examples at half filling: an AFM Mott insula-
tor and an insulating spin liquid in the two-dimensional square
lattice Fermi-Hubbard model. We emphasize that the ground
state is known to be an AFM in this case. The main purpose
of the spin liquid example is to highlight the stark contrast
between a magnetically ordered and a symmetric state in the
two-particle density matrix in order to set the stage for the
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Figure 2. Fingerprints for the spontaneous breaking of SU(2) invari-
ance in the shot-to-shot FCS of the system-averaged reduced two-
spin density matrix ρS, see Eq. (8). When the SU(2) symmetry is
spontaneously broken, the order parameter points in a different di-
rection in every shot. This results in a broad distribution function
of some of the matrix elements of ρS . (a) We use spin-wave the-
ory to calculate the distribution of the triplet matrix element 〈t|ρS|t〉
in (a) for an infinite Heisenberg AFM at half filling. For a SU(2)
invariant quantum spin liquid the distribution function in an infinite
system becomes a delta peak. (b) The distribution of the singlet ma-
trix element 〈s|ρS|s〉 is a delta peak in an infinite system even when
the SU(2) symmetry is broken, because the singlet state |s〉 itself is
SU(2) invariant.

discussion of systems below half filling. The FCS of system
averaged local observables is a very sensitive probe to distin-
guish ordered from disordered states, which are particularly
hard to discern if the correlation length is short.

The ground state of the Fermi-Hubbard model at half filling
breaks the SU(2) spin-rotation symmetry, it has long-range
AFM order and it is invariant under translations by integer
multiples of ex ± ey. The corresponding order parameter is
given by the staggered magnetization, Ω = (−1) jx+ jy 〈S jx, jy〉.
Because Ω points in a different direction in every experimen-
tal realization and the spins are always measured in the S z

basis, we expect a broad distribution of the reduced two-spin
density matrix between different experimental shots.

For example, the real part of the system-averaged singlet-
triplet matrix element is given by the staggered magnetization,

Reps,t =
1

LxLy

∑
i∈UC

(
〈↑↓| ρS

i,i+ex
|↑↓〉 − 〈↓↑| ρS

i,i+ex
|↓↑〉

)
=

1
LxLy

∑
r

(−1)rx,ry 〈S z
r〉 ≡ Mz

stag, (11)

see Eq. (7). Note that the sum
∑

i∈UC in the first line is taken
over all two-site unit-cells, whereas the sum

∑
r in the second

line extends over all lattice sites. The distribution function
P[Mz

stag] of the staggered magnetization has been measured
in a finite-size system using ultracold fermions [11]. At low
temperaturesP[Mz

stag] becomes a broad distribution which ap-
proaches a box-like shape for an infinite system at zero tem-
perature T = 0 [24, 25]. In contrast, a narrow distribution
would be expected for a SU(2) invariant quantum spin liquid.

In Fig. 2 (a) we present the shot-to-shot FCS of the triplet
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probability pt. For an infinite system at T = ∞, i.e. ρS = 1/4,
and P[pt] = δ(pt − 1/4) becomes a delta-function at pt = 1/4.
For the quantum Heisenberg AFM at zero temperature, T = 0,
we predict a broad distribution with 0.05 ≤ pt ≤ 0.3. Our
calculation uses linear spin wave theory to obtain the two-
spin density matrix ρS(Ω ∝ ez) in a basis where the AFM
order Ω points in z-direction, as discussed in detail in the ap-
pendix B. We obtain the shot-to-shot FCS by sampling ran-
dom directionsΩ and performing basis transformations U(Ω)
rotating the AFM order to point along Ω, i.e. ρS(Ω) =

U†(Ω) ρS(ez) U(Ω).

We extend the spin wave calculation by an external stag-
gered magnetic field with strength hz as a control parame-
ter for quantum fluctuations. For a strong magnetic field the
ground state is close to a classical Néel configuration and the
FCS of the system-average triplet matrix element is box-like
shaped between 0 ≤ 〈t|ρS |t〉 ≤ 0.5 (see appendix B for de-
tails). When we reduce the strength of the external magnetic
field hz we find that the probability distributionP[pt] develops
an onset at finite pt > 0, as shown for hz = 0 in Fig. 2 (a).
We conclude that this characteristic onset is due to quantum
fluctuations, which are suppressed when hz is large.

For a SU(2) invariant quantum spin liquid at T = 0 the
system-averaged triplet probability pt is a delta distribution,
i.e. P[pt] = δ(pt − p0

t ). In contrast to the infinite temperature
case, the expectation value p0

t generically takes values differ-
ent from 1/4, however. The SU(2) invariance determines the
form of the two-spin density matrix to be [26],

ρS =
1 − c

4
1 + c|s〉〈s|, (12)

up to a non-universal number c ∈ [0, 1], which parametrizes
the strength of singlet correlations. The triplet probability is
thus given by pt = (1 − c)/4.

In Fig. 2 (b) we show the shot-to-shot FCS of the singlet
probability ps, averaged over an infinite system. Because the
singlet state |s〉 is invariant under SU(2) transformations, ps is
independent of the order parameter Ω even when the SU(2)
symmetry is spontaneously broken. As a result we obtain
delta distributions P[ps] = δ(ps − p0

s ) in all considered sce-
narios. For a system at infinite temperature p0

s = 1/4, i.e.
c = 0 in Eq. (12), for a quantum spin liquid with the two-spin
density matrix in Eq. (12) p0

s = (1 + 3c)/4, and for the quan-
tum Heisenberg AFM with broken SU(2) symmetry we find
from a linear spin-wave calculation that p0

s |AFM = 0.57.

Analyzing the shot-to-shot FCS of the reduced two-spin
density matrix represents a powerful method to distinguish
states with long-range correlations from symmetric quantum
spin liquids. Although we only discussed a spontaneously
broken SU(2) symmetry at half filling so far, the approach also
allows to distinguish symmetry broken states at finite doping
from fully symmetric states. Valence-bond solids, which are
fully SU(2) invariant but spontaneously break the lattice trans-
lation symmetry, can also be identified in this way, which is
of particular importance for frustrated quantum magnets as in
the J1 − J2 model [27, 28].

III. TWO-SPIN DENSITY MATRIX AND FULL
COUNTING STATISTICS BELOW HALF FILLING

One of the big open questions in studies of the Fermi-
Hubbard model is to determine the nature of the ground-state
for strong interactions slightly below half filling. This is
the regime where the infamous metallic pseudogap phase has
been observed in cuprate high-temperature superconductors
[14], the main properties of which are believed to be captured
by the Fermi-Hubbard model [17, 29, 30], even though con-
trolled, reliable numerical results do not exist. Quantum gas
microscopy experiments have started to probe this regime and
might provide valuable insight into this problem [11]. While
many different scenarios have been proposed theoretically to
explain the pseudogap phenomenology in the cuprates, we
will focus our discussion of the reduced two-spin density ma-
trix below half filling on two possible phases, in close analogy
to the half filled case. The first example is a simple metallic
state with long-range AFM order, whereas the second exam-
ple describes a so-called fractionalized Fermi liquid (FL*),
which can be understood as a doped quantum spin liquid with
topological order and no broken symmetries [31]. In partic-
ular we are going to highlight signatures of these two phases
as a function of temperature and as a function of the density
of doped holes away from half filling. It is important to em-
phasise that we always consider the two-spin reduced density
matrix for two neighbouring, singly occupied sites. Experi-
mentally, this requires a post-selection of realizations where
each of the two lattice sites in question is occupied by a single
atom.

In the following we compute the reduced two-spin density
matrix for AFM metals and FL* using a slave-particle ap-
proach introduced by Ribeiro and Wen [32]. This approach
is quite versatile and allows to describe a variety of different
possible phases in the t − J model, which provides an effec-
tive description of the Fermi-Hubbard model in the large U
limit [32–34]. It is important to emphasize, however, that this
approach is not quantitatively reliable. Its strength is to pro-
vide qualitative predictions for different phases that might be
realized in the t − J model. The stability of analogous slave-
particle mean-field ground states has been discussed e.g. in
Refs. [35, 36]. In the following we briefly summarize the main
idea and refer to the appendix C for a detailed discussion.

Our starting point is the t − J Hamiltonian

HtJ = J
∑
〈i j〉∈NN

(Si · S j −
1
4Pni,σn j,σP) (13)

+ t
∑
〈i j〉∈NN

P(c†i,σc j,σ + c†j,σci,σ)P,

where we restrict to nearest neighbour hopping as in ultra-
cold atom experiments. Here, the spin operator Si is given
in terms of Gutzwiller projected fermion operators as Si =
1
2Pc†i,ασα,βci,βP, where P is the Gutzwiller projector which
projects out doubly occupied sites.

The main idea of the slave particle description of Ribeiro
and Wen is to introduce two degrees of freedom per lattice
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site: one localized spin-1/2 (represented by the operator S̃i), as
well as one charged spin-1/2 fermion described by fermionic
operators d†i,σ, di,σ, which represents a doped hole (referred to
as dopon in the following). The three physical basis states
per lattice site of the t − J model are then related to the two
slave-degrees of freedom per lattice site via the mapping

|↑〉i ↔ |↑ 0〉i, (14)
|↓〉i ↔ |↓ 0〉i, (15)

|0〉i ↔
|↑↓〉i − |↓↑〉i
√

2
, (16)

i.e. a physical hole is represented by a spin-singlet of a local-
ized spin and a dopon. Other states of the enlarged slave-
particle Hilbert space, such as the triplet states |↑↑〉, |↓↓〉,

|↑↓〉i+|↓↑〉i√
2

and doubly occupied dopon states are unphysical and
need to be projected out.

In terms of the slave-particle degrees of freedom, the
Gutzwiller projected electron operator of the t− J model takes
the form

c̃†i,α = Pc†i,αP = sσ 1
√

2
P̃[( 1

2 + sσS̃ z
i ) − S̃ sσ

i di,σ]P̃, (17)

where P̃ projects out doubly occupied dopon sites and s↑/↓ =

±1. In this slave-partice representation the t − J Hamiltonian
in Eq. (13) takes the form

Hd
tJ = Hd

J + Hd
t , (18)

where

Hd
J =J

∑
〈i j〉∈NN

(S̃iS̃ j −
1
4 )P̃(1 − d†i di )(1 − d†j d j )P̃, (19)

Hd
t =

t
2

∑
〈i j〉∈NN

P̃[(d†i σd j ) · (iS̃i × S̃ j −
S̃i + S̃ j

2
) + 1

4 d†i d j + d†i d j S̃iS̃ j + h.c.]P̃. (20)

One big advantage of this approach is that the Hamiltonian
(18) does not mix the physical states with the unphysical
triplet states in the enlarged Hilbert space. A projection to the
physical states in the enlarged Hilbert space is thus not nec-
essary. Note that the Hamiltonian (18) resembles a Kondo-
Heisenberg model of localized spins S̃i interacting with a
band of itinerant spin-1/2 fermions d†i,σ, di,σ, which describe
the motion of doped holes. The density p of doped holes
away from half filling in the t − J model equals the density
of dopons in the slave-particle description, p = 1

N
∑

i〈d
†

i di 〉.
We conclude that in the low doping regime, where the den-
sity of dopons is very small, the Gutzwiller projector P̃ for
the dopons can be neglected. In the same regime the ex-
change interaction between spins in Eq. (19) is just renor-
malized by the presence of dopons and can be approximated
as JP̃(1 − d†i di )(1 − d†j d j )P̃ ≈ J(1 − p)2 ≡ J̃. The second
part of the Hamiltonan Hd

t describes the hopping of dopons as
well as their interaction with the localised spins.

The two phases of interest in this section can now be un-
derstood as follows: in the AFM metal the localized spins S̃i
as well as the doped spins order AFM and the dopons form
a Fermi-liquid on the background of ordered spins. By con-
trast, the FL* corresponds to a phase where the localized spins
are in a spin-liquid state, and the dopons form a Fermi-liquid
on top [31, 33]. The absence of magnetic order requires frus-
trated spin-spin interactions, which in this case can arise from
RKKY-interactions mediated by the dopons. Note that the
FL* state violates the conventional Luttinger theorem [37],
which states that the volume enclosed by the Fermi surface in
an ordinary metal without broken symmetries is proportional
to the total density of electrons (or holes) in the conduction

band. Instead, the FL* state has a small Fermi surface with
an enclosed volume determined by the density of doped holes
away from half filling (p), rather than the full density of holes
measured from the filled band (1 + p) [38]. It has been ar-
gued that such an FL* state shares many properties with the
pseudogap phase in underdoped cuprates [33, 34, 39–44].

In order to obtain a phenomenological description of the
above mentioned phases we follow Ribeiro and Wen and em-
ploy a slave-fermion description of the localized spins

S̃i = f †iασαβ fiβ, (21)

where fiα and f †iα are canonical spin-1/2 fermion operators.
This description is particularly suited to construct spin-liquid
states of the localized spins, where the f fermions describe
spinon excitations, as will be discussed later. In the following
we introduce the mean-fields used to decouple the various in-
teraction terms in the Hamiltonian, and which are the basis of
a phenomenological description of the two phases mentioned
above.

A. Antiferromagnetic metal

Let us focus on the first part of the Hamiltonian in Eq. (19)
describing a renormalized spin exchange interaction. Here we
use a mean-field decoupling which allows for an effective hop-
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Figure 3. Doping dependence of local correlations in the AFM metal. Part (a) of this figure shows the short-range singlet, triplet and
ferromagnetic amplitudes (ps, pt and p f ) as a function of doping p. We show here data for three temperatures, namely T = 0.025J (bold line),
T = 0.125J (bold dashed) and T = 0.175J (dotted). The amplitudes decrease with increasing temperature due to larger thermal fluctuations.
The triplet and ferromagnetic amplitudes approach each other when doping the system continuously from p = 0.01 to p = 0.2. The singlet
amplitude ps remains larger than the other two amplitudes at large doping, by an amount determined by cp&0.1 ≈ 0.07 in Eq. (12). The order
parameter 〈S z

i 〉 in part (b) indicates that the SU(2) symmetry is restored at a critical doping of p ≈ 0.06 for the temperature T = 0.125J.

Figure 4. Full counting statistics of local correlations in the AFM metal. We show the FCS of the system-averaged triplet matrix element
〈t|ρS |t〉 of the two-spin density matrix. The left panel shows the FCS distribution at a fixed temperature T = 0.125J for different doping levels
p. It narrows as function of p and turns into a sharp peak at the critical doping p ≈ 0.05, where the SU(2) symmetry is restored. The sharp
peak at a value around 0.23 determines the parameter c in the density matrix in Eq. (12), which takes the value cp≈0.05 ≈ 0.07. The right panel
shows a similar behavior of the probability distribution as function of temperature at fixed doping, where thermal fluctuations restore the SU(2)
symmetry and lead to a narrow peak around a value 〈t|ρS |t〉 = 0.23.

ping and a pairing amplitude for the spinons:

χi j = 〈 f †i,α f j,β〉δαβ. (22)

∆i j = 〈 fi,α f j,β〉εαβ, (23)

Note that the spinon pairing amplitude ∆i j effectively accounts
for singlet correlations between the localised spins and we
assume that it has a d-wave form, where ∆ = ±〈∆i j〉 for
j = i + êx/y.

The second part of the Hamiltonian in Eq. (20) consists of
terms describing the hopping of dopons as well as their inter-
action with localized spins. We now discuss the effect of each
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of these terms using a mean-field analysis. Since we assume
that spins have local AFM correlations, the cross product be-
tween spin operators 〈S̃i × S̃ j〉 vanishes for nearest neighbors.
The last term in Eq. (20) can be decoupled either to generate
an effective hopping of spinons and/or dopons. In the latter
case the dopons are considered to hop in a locally Néel or-
dered background, i.e. 4〈S̃iS̃ j〉 ≈ (−1)ix− jx+iy− jy . This however
cancels with the third term in Eq. (20) and thus effectively
leads to a vanishing dispersion for the dopons. In contrast nu-
merical and theoretical studies for a single hole described by
the t − J model show a dispersion relation with a minimum
around (π/2, π/2) [45–49]. To overcome this discrepancy we
allow for further neighbor hopping amplitudes {t1, t2, t3}, so
that dopons can effectively tunnel up to second and third near-
est neighbour sites within our mean-field analysis. The nearest
neighbour hopping amplitude is thereby set to t1 = t. As mo-
tivated in the work by Ribeiro and Wen, the second and third
nearest neighbour hopping amplitudes scale approximately as
t2 = 2t3 ≈ J.

Finally the second term of the Hamiltonian in Eq. (20)
plays a major role here, since it takes the form of a Kondo
coupling between the dopons and the spins. The resonances
of the according processes are thus significantly larger in case
of a strongly developed spin ordered background. In order to
describe such a macroscopically developed AFM spin back-
ground we introduce the following mean-field amplitudes

mz = (−1)ix+iy 1
2
〈 f †i,α fi,β〉σ

z
αβ, (24)

nz = −(−1)ix+iy
∑
ν∈{2,3}

tν
8

∑
ûv

〈d†i,αdi+ûv,β
〉σz

αβ. (25)

The dopon magnetization nz measures thereby the net effect of
a hole with respect to an AFM ordered background. The first
sum runs over further neighbors v = 2, 3, whereas the second
sum includes the following contributions û2 = ±ex̂/ŷ ± eŷ/x̂
and û3 = ±2ex̂/ŷ. The detailed analysis of the mean-field
self-consistency equations is part of appendix C and follows
closely Ref. [32]. Note that we do not include a hybridiza-
tion between spinons and dopons, i.e. mean fields of the form
〈 f †i di〉. Such terms are only important for a description of the
ordinary Fermi liquid at large doping.

In Fig. 3 we show the self-consistent mean-field results for
t = 16J. Note that we choose such a relatively small value of
J because the mean-field computation overestimates the ex-
tent of the AFM phase, which is known to vanish at a few
percent doping in realistic situations. A small value of J re-
duces the extent of the AFM phase as function of doping and
thus allows us to compensate for this artifact of mean-field
theory. The AFM order parameter as function of doping for
three different temperatures is shown in Fig. 3b, together with
the nearest neighbor spin correlators. The short-range singlet
and triplet probabilities ps, pt for pairs of nearest neighbor
sites are shown in Fig. 3 (a). Both are close to the value
ps/t ≈ 0.5 at half filling, and decrease with doping. At higher
temperatures, thermal fluctuations reduce the absolute values
of the amplitudes. Beyond a temperature dependent thresh-
old between p ≈ 0.05 and p ≈ 0.1 the ferromagnetic and

triplet amplitude are very close to each other with a value of
pt/ f ≈ 0.24, indicating that the SU(2) symmetry is restored.
In this regime, the singlet probability ps deviates from pt = p f
by an amount which is related to the constant c characterizing
the SU(2) invariant two-spin density matrix, see Eq. (12). The
comparison in Fig. 4 (a) yields an estimate cp&0.1 ≈ 0.07.

In Fig. 3 (b) we also show the AFM order parameter 〈S i
z〉,

which takes non-zero values only if the SU(2)-symmetry is
spontaneously broken. For all temperatures, we observe a
transition from a phase with broken SU(2) symmetry at low
doping, to an SU(2)-symmetric phase at higher doping. The
transition point shifts to higher doping values when the tem-
perature is decreased. As a result of quantum fluctuations, the
non-collinear correlations 〈S +

i S −j 〉 develop when the doping is
increased, and the collinear correlations 〈S z

i S
z
j〉 are strongly

reduced compared to their value 〈S z
i S

z
j〉p=0,T=0 = −0.25 in the

classical Néel state. The latter is obtained as the mean-field
solution at half filling and zero temperature.

Indeed, the SU(2) symmetry breaking phase transition is
clearly visible in the FCS of the system-averaged two-spin
density matrix. In Fig. 4 (a) we show the FCS of the system-
averaged triplet probability, pt = 〈t|ρS |t〉 at a fixed tempera-
ture T = 0.125J and for various doping values, ranging be-
tween p = 0.01 to p = 0.05. We observe how the SU(2)
symmetry is gradually restored and the distribution function
narrows when the critical doping value, where the transition
takes place, is approached. As demonstrated in Fig. 4 (b),
increasing the temperature at a fixed doping value has a simi-
lar effect on the FCS. Beyond the critical doping, respectively
temperature, a sharp peak remains and the SU(2) symmetry is
fully restored. For a fully mixed state at infinite temperature
the triplet probability is pT→∞

t = 0.25, slightly higher than
the value pt ≈ 0.23 which we predict in the SU(2) symmetric
phase at large doping values.

B. Fractionalized Fermi liquid

As a second example we consider signatures of a FL* phase
in the reduced density matrix. This phase is SU(2) symmet-
ric and the mean-field amplitudes nz and mz in Eq. (24)-(25)
vanish identically. Only the mean-fields χi j and ∆i j remain
finite. Importantly, there is no hybridization between dopons
and spinons, i.e. 〈 f †i di〉 = 0. The localized spins are thus in
a spin-liquid state and the dopons form a Fermi liquid with
a small Fermi surface (∼ p) on the spin-liquid background.
Note that a finite hybridization gives rise to a ”heavy Fermi
liquid” in the Kondo-Heisenberg terminology, which corre-
sponds to an ordinary Fermi liquid phase in the corresponding
t− J model and is expected to appear only at large hole doping
levels (see Ref. [32] for a detailed discussion).

After solving the self-consistency equations under the con-
dition nz = mz = 0 (see appendix C), we determine the re-
duced density matrix in the singlet and triplet basis. The re-
sults are summarized in Fig. 5. Due to the presence of holes,
the singlet amplitude ps of nearest neighbor spins, as shown in
part (a) of this figure, slowly decreases as function of doping.
Thermal fluctuations reduce the singlet amplitude further, but
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Figure 5. Doping-dependence of local correlations in the FL* phase. We show the doping dependence of the short-range singlet, triplet and
ferromagnetic amplitudes (ps, pt and p f ) in (a), for various temperatures (T = 0.05J (bold line), T = 0.1J (bold dashed) and T = 0.125J
(dotted)) at t = 4J. In (b) the doping dependence of spin correlation functions and the parameter c, as defined in Eq. (12), is shown for
the same parameters. The singlet amplitude in (a) decreases for larger doping and temperature due to the presence of holes, respectively
thermal fluctuations. Since the state is SU(2) symmetric, triplet and ferromagnetic amplitude are identical. The magnitude of short-range spin
correlations decreases by the presence of holes that destroy the AFM background ordering.

the qualitative doping dependence of the curves remains inde-
pendent of temperature. Because the state is SU(2) symmet-
ric, the triplet amplitude pt = p f is equal to the probability
to find ferromagnetically aligned spins. This can be seen by
noting that pt − p f = 〈S x

i S x
j〉 + 〈S y

i S y
j〉 − 2〈S z

i S
z
j〉 = 0. Both

pt = p f increase when the singlet amplitude ps decreases. The
singlet-triplet matrix element 〈s|ρS |t〉 = 0 vanishes because of
the SU(2) symmetry, and is not shown in the figure.

In Fig. 5 (b) we calculate the doping dependence of spin-
spin correlations, for which 〈S z

i S
z
j〉 = 〈S +

i S −j 〉/2 because of
the SU(2) symmetry. On nearest neighbors they are very
weakly doping dependent and remain negative, correspond-
ing to weak and short-range AFM correlations in the sys-
tem. The SU(2) invariant two-spin density matrix can be
characterized by the parameter c, see Eq. (12), which starts
at cp=0.01 ≈ 0.08 for very small doping and continuously de-
creases to cp=0.1 ≈ 0.06 at higher doping.

C. Numerical results for the t − J model

Next we perform a numerical study of the two-spin reduced
density matrix ρS in a periodic 4× 4 lattice with one hole; this
corresponds to a doping level of p ≈ 6%. We perform exact
diagonalization (ED) to calculate the zero-temperature ground
state, in a sector of the many-body Hilbert space where the
single hole carries total momentum k = (π/2, π/2) and the
total spin in z-direction is S z = 1/2. This state describes a
magnetic polaron, the quasiparticle formed by a single hole
moving in an AFM background [47, 50–54]. Even though the
considered system size is small, we expected that the local
correlations encoded in the two-spin density matrix are close
to their values in an infinite system at 6% doping. Because of

the limited size of the lattice, we refrain from calculating the
FCS of the system-averaged two-spin density matrix.

To study the effect that the mobile hole has on the sur-
rounding spins, we tune the ratio J/t. Although not identical,
we expect that the effects of larger tunnelings t/J and higher
doping p are comparable in the finite-size system: When
t � J, the hole is moving faster through the anti-ferromagnet,
thus affecting more spins. Indeed, when J/t � 1 the hole
is quasi-static and the surrounding spins have strong AFM
correlations; on neighboring sites their strength approaches
their thermodynamic values in the two-dimensional Heisen-
berg model.

In Fig. 6 (a) we show how the entries of the nearest-
neighbor two-spin density matrix depend on the ratio J/t.
When J/t = 1 we find that the singlet probability ps in the
doped system is still close to the value 0.57 expected from
linear spin-wave theory in an un-doped system. For smaller
values of J/t the hole has a more pronounced effect on the spin
environment, which leads to a decrease of the singlet proba-
bility ps. In addition, the probability pf to find ferromagnetic
correlations increases to values larger than 0.29 expected at
zero doping from linear spin-wave theory. For very small val-
ues of J/t < 0.1, we observe a phase transition in the finite-
size system, which is expected to be related to the formation
of a Nagaoka polaron [54, 56].

Qualitatively similar behavior is expected in an undoped
system when frustrating next-nearest neighbor couplings J2
are switched on, in addition to the nearest-neighbor interac-
tions J1 = J. To demonstrate this, we use ED to calculate
the reduced two-spin density matrix in a J1 − J2 model on the
same 4 × 4 lattice. As shown in Fig. 6, increasing J2 from
zero to J2 = 0.5J1 has a similar effect as decreasing J/t from
a value of 1 to 0.1. I.e., locally the doped t − J model cannot
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be distinguished from a frustrated quantum magnet described
by the J1 − J2 Hamiltonian.

Our exact numerical results in the 4 × 4 system are con-
sistent with the physical picture derived previously from the
doped carrier formalism. Smaller values of t/J, expected to
reflect high doping values, lead to a decrease of the singlet
amplitude, which is directly related to the 〈Si ·S j〉 correlations,
on nearest neighbor sites.

Additional quantitative understanding of the J/t-
dependence in the single-hole problem can be obtained
by the geometric string approach introduced in Refs. [55, 57].
There, one describes the motion of the hole along a fluctu-
ating string of displaced spins and applies the frozen-spin
approximation [57]: It is assumed that the quantum state
of the surrounding spins is determined by a parent state |Ψ̃〉
in the undoped system, and the hole motion only modifies
the positions of the parent spins in the two-dimensional
lattice, otherwise keeping their quantum states unmodified.
To calculate the two-spin density matrix ρS

NN on a given
nearest-neighbor bond, we trace over all possible string
configurations. Because the strings modify the positions of
the parent spins, ρS

NN describes a statistical mixture of nearest
neighbor (ρ̃S

NN), next-nearest neighbor (ρ̃S
NNN),... two-spin

density matrices, with coefficients pNN, pNNN,... . The results
in Fig. 6 (a) (solid lines) are obtained by using the exact
ground state of the undoped Heisenberg model in the 4 × 4
lattice as the parent state. The weights pNN, pNNN,... are
determined by averaging over string states with a string length
distribution calculated as described in Ref. [55].
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Figure 6. (a) Entries of the reduced two-spin density matrix in a 4×4
system doped with a single hole, as a function of J/t. We used ED
simulations for the ground state with total momentum k = (π/2, π/2)
and with total spin S z = 1/2. We compare our numerically exact
results (symbols) to predictions by the geometric string theory (solid
lines), for details see Ref. [55], where the ratio J/t tunes the length
of the string of displaced spins. The reduced two-spin density matrix
of the doped system closely resembles the two-spin density matrix in
an un-doped but frustrated quantum magnet: In (b) we calculate ρS

for a frustrated J1 − J2 model on a periodic 4 × 4 lattice with S z = 0,
with diagonal next-nearest neighbor couplings J2. Locally the two
systems become indistinguishable, and we find that larger values of
t/J correspond to larger values of J2/J1.

IV. CONCLUSION AND OUTLOOK

Our work demonstrates that a magnetically ordered state
can be identified by measuring the statistical distribution of
the nearest-neighbor triplet amplitude of the system-averaged
two-spin density matrix, which arises due to random orien-
tations of the order parameter between different experimental
shots. In fact, it is sufficient to measure the FCS of a generic
local operator which does not transform like an SU(2) singlet
in order to identify the AFM phase from local measurements.
Moreover, we have calculated the nearest neighbour singlet
and triplet amplitudes as a function of the hole concentration
away from half filling within the doped carrier formalism and
demonstrated that the triplet probability distribution has a fi-
nite width in the magnetically ordered phase, which decreases
continuously with doping and temperature. At the phase tran-
sition from the magnetically ordered to a paramagnetic state,
such as the FL*, the distribution turns into a sharp peak.

The fact that the information about symmetry broken states
is contained in the FCS of the system-averaged two-spin den-
sity matrix shows that the FCS distribution can be measured
experimentally without the use of a quantum gas microscope.
Experiments with superlattice potentials where the average
over all double-wells is taken automatically during the read-
out after each shot work equally well. This might even be an
advantage due to the larger system sizes that can be reached
compared to setups with a quantum gas microscope.

Even though our work focused on AFM ordered states, we
emphasize that measuring the FCS with respect to different
order parameter realizations can also be used to detect other
types of broken symmetries, such as states that break lattice
symmetries like charge-density waves or valence bond solids.
We also note that our analysis can be straightforwardly ex-
tended to study correlations beyond nearest neighbors.

The tools introduced in this work potentially allow quan-
tum gas microscopy experiments at currently accessible tem-
peratures to shed light on the long-standing puzzle about the
nature of the pseudogap state in underdoped cuprate super-
conductors. Another interesting route to study effects of dop-
ing a Mott insulator is to measure the single particle spectral
function in analogy to ARPES experiments in the solid-state
context [58]. In combination with the tools discussed in this
work, quantum gas microscopy should be able to character-
ize the properties of doped Mott insulators to a high degree,
providing a valuable benchmark for theoretical proposals.
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Figure 7. Part (a) shows the singlet ps, triplet pt and ferromagnetic pf matrix elements as a function of the external staggered field hz. Increasing
the staggered field drives the state closer to a classical Néel configuration. Part (b) shows the full counting statistics of the triplet amplitude for
different values of hz. A strong external staggered magnetic field suppress quantum fluctuations and we observe a continuous distribution of
the triplet amplitude in the range 0 ≤ 〈t|ρS |t〉 ≤ 0.5. Since quantum fluctuation locally disturb the antiparallel alignement, the distribution has
an onset at a finite value for a small external staggered fields.

Appendix A: Symmetry of the reduced density matrix

The block diagonal form of the reduced density matrix in
section I is a direct consequence of the global particle conser-
vation. This is actually shown for a pure state in Ref. [59]
using a singular value decomposition. In the following we
verify that this also holds for any thermalized system with a
global conserved quantity under certain, rather weak, limita-
tions.

We thus start with a Hamiltonian with a conserved quantity
O, i.e. [H,O] = 0, and an associated system that is described
by the density matrix ρ = e−βH . Quite generally, the operator
O can be decomposed as O =

∑
j O j, where j labels e.g. dif-

ferent lattice sites. In the absence of spontaneous symmetry
breaking the operator O also commutes with the density ma-
trix [ρ,O] = 0, i.e. the state ρ has the same symmetry as the
Hamiltonian. In such a case we can show that the reduced
density matrix ρA = trĀ(ρ) of a subsystem A commutes with
the operator OA =

∑
j∈A O j (here Ā is the complement of A):

[ρA,OA] = trĀ(ρ)OA − OAtrĀ(ρ) = trĀ(ρOA − OAρ), (A1)
0 = trĀ([ρ,O]) = trĀ(ρOA − OAρ) + trĀ(ρOĀ − OĀρ).

(A2)

If we now use that the trace is cyclic, i.e. trĀ(ρOĀ) =

trĀ(OĀρ), and combine this with Eq. (1) and (2) from above,
we see immediately that [ρA,OA] = 0. So we can conclude
that the two-site density matrix can always be written in a
block diagonal form, if the above requirements are satisfied.
In section I 1 of the main text we use this result to show that
the global U(1) symmetry (i.e. particle number conservation)
of the Fermi-Hubbard model together with the fact that we
only consider states with a definite particle number implies
that the reduced density matrix can be written in a block di-
agonal form, where each block can be labeled by the number
of electrons in the subsystem. This is independent of the pres-

ence or absence of long-range magnetic order, which only has
consequences for the block diagonal form of the reduced den-
sity matrix in different spin sectors, but does not affect the
block diagonal form in the different particle number sectors.

Appendix B: Spin wave theory at half filling

In this first part of the appendix we want to summarize
a Holstein-Primakoff analysis (HP) of the antiferromagnetic
Heisenberg model on a bipartite lattice at half filling [60].
We thus aim to study the spin system deep in an AFM phase,
where neighboring spins tend to point in opposite directions.
In order to tune the strength of quantum fluctuations, we allow
for an additional external staggered magnetic field hz along
the z-direction, which explicitly breaks the SU(2) invariance
of the system and fixes the magnetization direction. We asso-
ciate all spins pointing upwards (downwards) with sublattice
A (B). Quantum fluctuations around the classical Néel state
are represented by bosonic excitations in the HP analysis.

Method - This quite standard approach is based on a canon-
ical mapping between spin and bosonic operators given by

S z
i = (S − b†i bi ), S z

j = (−S + b†jb j ), (B1)

S −i '
√

2S b†i , S +
j '
√

2S b†j , (B2)

S +
i '
√

2S bi , S −j '
√

2S bi , (B3)

where i ∈ A and j ∈ B and we have taken the semi-classical
large S limit. Furthermore, we have to constrict the local
Hilbert space by 2nb,i ≤ S , where nb,i is the boson occupa-
tionj on site i. We now perform a rotation around the x-axis
on sublattice B and expand the Heisenberg model in 1/S . For
a small number of excitations, i.e. |S z

i | ≈ S , we can neglect
terms of order O(1/S ) and the spin wave Hamiltonian takes

11



the form

HS W = − S 2JN
z
2
− S JN

z
2

+
∑

k

ωk[a†kak +
1
2

], (B4)

where z is the coordination number and

γk = 1
2 [cos kx + cos ky], (B5)

ak = cosh θkbk − sinh θkb†-k, (B6)

tanh (2θk) = −∆γk with ∆ =
JS z

JS z − hz
, (B7)

ωk = |J|S z
√

1 − γ2
k. (B8)

The ground state has no magnon excitation, i.e. ak|GS〉 = 0
and the ground state energy is then E0 = −JN z

2 S (S + 1) +
1
2
∑

k ωk. The ground state wavefunction itself has the form

|GS〉 = N exp [
1
2

∑
k

tanh θkb†kb†-k]|0〉, (B9)

where N is a normalization constant.

Results.– We now determine the two-particle reduced den-
sity matrix at zero temperature by computing the expectation
values 〈S α

i S β
j 〉 (see Eq. (1)) for the AFM ground state wave-

function at zero temperature. The entries of the reduced den-
sity matrix show that the system is close to a Néel state, so
that the matrix element in Eq. (7) is given by

pst = Mz, (B10)

with the local staggered magnetization

Mz = |〈S z
i 〉| = S − 1

4π2

∫
1st BZ

d2k sinh2 (θk). (B11)

When the external staggered field is absent, i.e. hz = 0, the
local staggered magnetization smaller than the total spin S
due to quantum fluctuations. Increasing the external staggered
field, the excitation of bosonic quasiparticles gets more unfa-
vorable, so that the local magnetization converges against the
total spin Mz → S . This is also shown Fig. 7(a), which shows
the convergence of pst against the total spin S with increasing
hz. The difference of singlet and triplet elements is given by

ps − pt = 2gz = −[〈S −i S +
j 〉 + 〈S

+
i S −j 〉] (B12)

= − 1
4π2

∫
1st BZ

d2k cos (kd) sinh (2θk),

with d = Ri − R j. It decreases from approximately gz(hz =

0) ≈ 0.13 to gz(hz = 10) ≈ 0.01 (see Fig. 7 (a)) and thus
shows that the state associated with the reduced density ma-
trix approaches an equal superposition of triplet and singlet
component when increasing the external staggered magnetic
field hz. This is in agreement with the former result that the
three elements pst, pt and ps converge to the total spin S with
growing hz. Finally the ferromagnetic element decreases with

increasing hz and is given by (see Eq. (5) )

pf = 1
4 − M2

z − g2
z − f 2

z , (B13)

where

fz = 1
4π2

∫
1st BZ

d2k cos (kd) sinh2 (θk). (B14)

By explicitly breaking the SU(2) invariance due to the exter-
nal staggered magnetic field any ferromagnetic alignment of
neighbouring spins is unfavorable. We observe this effect also
in the FCS shown in Fig. 7(b). For further discussion see also
main text section II.

Appendix C: Doped carrier analysis of the t − J Hamiltonian

Here we complete the doped carrier mean-field calculation
introduced in the main text in section III based on Ref. [32].
Ribeiro and Wen showed that the phase diagram generally in-
cludes a pseudogap regime, where the mean-field amplitudes
are in agreement with a fully SU(2) symmetric ground state
for a small parameter regime of doping 0 . p . 0.1 and tem-
perature 0.1J . T . 0.2J consistent with a pseudogap metal,
where spinon and dopon do not hybridise and no ordering de-
velopes in the system (see phase diagram in Ref. [32]). In
this phase fermionic spinons form d-wave Cooper pairs and
a gap opens in the electronic spectral function, as expected
from ARPES measurements in the pseudogap regime of un-
derdoped cuprates. Moreover, the phase diagram has a very
dominant antiferromagnetic phase centered around half fill-
ing, which gets more pronounced when the ratio t/J is low-
ered. Other phases such as a d-wave superconductor and an
ordinary metal are also present in the phase diagram. These
phases are characterized by a finite hybridisation matrix ele-
ment between spinons and dopons.

In the following we show the mean-field Hamiltonian in
momentum space and determine the self-consistency equa-
tions. We restrict our analysis on special regimes of the mean-
field phase diagram. As discussed in more detail in Sec. III of
the main text we are interested in the antiferromagnetic phase
at low doping, as well as in the pseudogap regime, which is
modelled as a fractionalized Fermi liquid in this approach.

Overview on mean-field amplitudes.– Let us first assume
that the system exhibits a finite magnetization 〈Si〉 , 0. We fix
the magnetization direction to be along the z-axis and define
the following operators

mz
iσ

z
αβ = f †i,α fi,β, (C1)

nz
iσ

z
αβ = −

1
4

∑
ν∈{2,3}

tν
8

∑
ûv

d†i,αdi+ûv,β
, (C2)

where the latter includes further neighbor hopping amplitudes
tv with v ∈ {2, 3} and the second sum runs over the respective
unit vectors û2 = ±ex̂/ŷ ± eŷ/x̂ and û3 = ±2ex̂/ŷ. We consider
then the following mean-field amplitudes mz = (−1)ix+iy〈mz

i 〉

and nz = (−1)ix+iy〈nz
i 〉. The amplitude nz measures thereby the

12



hopping of dopons and describes a net magnetization of holes
with respect to an AFM ordered spin background.

In principle it is also possible that spinons and dopons hy-
bridise, although in regimes of our interest this is not the case,
we consider them here for completeness. If the ground state is
for instance a normal Fermi liquid, we expect this amplitude
to be finite. The hybridization between spinons and dopons is
described by the operator κi jδαβ = 2d†i,α f j,β and its expectation
values

b0 = 〈κii〉, (C3)

b1 = 3
16

∑
ν∈{2,3}

tν
8

∑
j=i+ûv

〈κ〉i j. (C4)

Finally we also recap that the spinons are assumed to form
Cooper-pairs in the d-wave channel ∆ and we also allow for a
finite spinon hopping amplitude χ as described in section III.

Mean-field Hamiltonian.– After decoupling the Hamilto-
nian in these channels and using the compact Nambu notation
ψ†k = [ f †k,↑, f

−k,↓] and η†k = [d†k,↑, d−k,↓], the mean-field Hamil-
tonian in momentum space takes the form

HMF
tJ = 3

4 J̃N(∆2 + χ2) − Nµd + 2J̃N |mz|2 − 4Nnzmz − 4Nb0b1 − Nµd (C5)

+
∑

k

[ψ†k η
†

k]
[
αx

kσx + αz
kσz βkσz

βkσz γkσz

] [
ψk
ηk

]
+

∑
k

[ψ†k+Q η
†

k+Q]
[
[4nz − 4J̃mz]σ0 0

0 −4mz[γk + µd]σ0

] [
ψk
ηk

]
where

αx
k = − 3

4 J̃∆[cos (kx) − cos (ky)], (C6)

αz
k = λ + pt1[cos (kx) + cos (ky)] − 3

4 J̃χ[cos (kx) + cos (ky)], (C7)

βk = b1 + 3
8 b0[t1[cos (kx) + cos (ky)] + 2t2[cos (kx) cos (ky)] + t3[cos (2kx) + cos (2ky)]], (C8)

γk = 1
2 t2 cos (2kx) cos (2ky) + 1

4 t3[cos (2kx) + cos (2ky)] − µd. (C9)

The chemical potential µd is used to adjust the dopon density
in the system. We further use σ0 = 12×2 and Q = (π/a, π/a).

Antiferromagnetic metal: b0 = b1 = 0; nz , 0,mz , 0.–
The hybridisation between spinons and dopons of the form
〈 f †i di〉 is now neglected, i.e. b0 = b1 ≈ 0, since magnetic
ordering and superconductivity are not assumed to be present
at the same time. In this case the spinon-density Lagrange
parameter λ = 0. The eigenenergies of the above mean-field
Hamiltonian HMF

tJ for the spinon and dopon sector then read

ε±s,k = ±

√
(αx

k)2 + (αz
k)2 + (νk)2, (C10)

ε±d,k = (1 ∓ 4|mz|) − µd, (C11)

where νk = −4(J̃mz−nz). The set of self-consistency equations
are determined from minimizing the free energy density f =

F/N for a fixed density of dopons p and read

mz −
1
N

∑
k

J̃mz
s − nz

ε+
s,k

sinh (βε+
s,k)

1 + cosh (βε+
s,k)

= 0, (C12)

nz +
1

2N

∑
k

γk
sinh (β(γk − µd))

1 + cosh (β(γk − µd))
= 0,

χ +
1

2N

∑
k

αz
k[cos (kx) + cos (ky)]

ε+
s,k

sinh (βε+
s,k)

1 + cosh (βε+
s,k)

= 0,

∆ +
1

2N

∑
k

αx
k[cos (kx) − cos (ky)]

ε+
s,k

sinh (βε+
s,k)

1 + cosh (βε+
s,k)

= 0,

x − 1 +
1
N

∑
k

sinh (β(γk − µd))
1 + cosh (β(γk − µd))

= 0.

Note that we use a rescaled exchange coupling of J̃ → 0.6J̃
here, as proposed by Ribeiro and Wen to counteract the
overemphasized AFM ordering tendency in such a mean-field
analysis. The rescaling factor is motivated by experimental
results on AFM ordering in cuprates.

Fractionalized Fermi liquid: b0 = b1 = nz = mz = 0.–

13



Since we focus on a SU(2) symmetric ground state as pro-
posed for the pseudogap regime, ordering is absent and again

b0 = b1 = 0. We can thereby most simply adapt the above
self-consistency equations (C12) and enforce the constraint
nz = mz = 0.
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