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Abstract

Edges of two-dimensional topological insulators are expected to

have perfect ballistic conductance which is protected by physical sym-

metries. Experimentally, however, long samples show lower conduc-

tance and theoretical models explaining the experimental observations

are highly needed. Altshuler, Aleiner and Yudson considered in Ref. [1]

a chain of localized magnetic impurities at the edge of two-dimensional

TIs with randomly anisotropic coupling of the electrons to the spins.

This model was further expanded by Yevtushenko, Wugalter, Yudson

and Altshuler in Ref. [2] where they considered effects of the electron-

electron interaction. It was shown that such randomly anisotropic cou-

pling could lead to spontaneous breaking of time reversal symmetry

and to localization of edge modes. This model might explain suppres-

sion of the conductance discovered in the experiments. If the Kondo

array is dense, the direct exchange interaction between the magnetic

impurities may become important. In this work, we consider the ef-

fects of nearest neighbor SU(2) symmetric Heisenberg interaction of

the Kondo impurities on the edge transport and on the localization

length. Our main result is that the localization length is not sensitive

to the presence of this Heisenberg interaction.
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1 Introduction

1.1 Topology in Condensed Matter Physics

When one speaks about topology, in a general sense, one refers to the field of

mathematics describing the equivalence between spaces that can be smoothly

deformed into one another. Two such spaces are considered to be topologi-

cally equivalent if such a smooth transformation is possible as is the case for

the famous example of a doughnut and coffee mug. An important concept

is that of topological invariants. These invariants are constructed in such a

form that all topologically equivalent spaces have the same invariants. The

most famous invariant is that of surfaces which is called the genus and corre-

sponds to the number of holes, so a doughnut and a coffee mug are equivalent

because they both have one hole, but they are different than a sphere which

has none. The idea of topology is extended to condensed matter physics. Let

us consider a zero-dimensional example [3], an N-state quantum dot weakly

coupled to a metallic lead through a potential barrier, so that we are able

to identify the states in the dot in respect to the chemical potential µ at

E = 0: positive energy levels correspond to empty states and states below

zero-energy are fully filled. Note that in this zero-dimensional example the

energy levels correspond to single particles, but these concepts can easily be

generalized to band theory, where we would be talking about the valence

and conducting bands respectively. Restricting ourselves to non-interacting

single-particle Hamiltonians, we now ask whether two such Hamiltonians can

be deformed into one another. This question has a positive answer when one

considers any two Hamiltonians of the same size, see Fig. 1, because it is al-

ways possible to connect the different energy states. It is only after we impose

a further restriction to the transformation that we are able to define what it

means for two Hamiltonians to be considered topologically equivalent.
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Figure 1: These two graphics represent a possible transformation between

the eigenvalues of two different pairs of randomly generated 4x4 Hamiltonian

at x=0 and x=1. Two systems are topologically equivalent if they the can be

adiabatically connected without closing the global gap. The upper panel shows

two topologically equivalent systems. The lower panel shows two systems that

are not topologically equivalent.
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For this matter, we restrict ourselves to gapped systems, i.e. systems that

have a finite distance between the last filled energy level and the first empty

one and we impose the rule that the transformation from one Hamiltonian

to another may not close a finite global gap corresponding, for example, to

the size of thermal excitations.

This rule states that the upper panel of Fig. 1 represents two topologi-

cally equivalent systems whereas the lower panel represents two systems that

are not topologically equivalent. We now ask whether there is a topological

invariant that tells us whether two Hamiltonians are topologically equivalent.

Indeed in order for the global gap not to be closed, both Hamiltonians need

to have the same number of negative energy states, which means that the

transformation will necessarily have the same number of zero-energy crossings

from below as from above. We thus find that zero-dimensional topologically

equivalent states can be described with a Z invariant corresponding to the

number of zero-energy crossings, for systems with general Hamiltonians with

no further symmetries than hermicity. If one considers Hamiltonians with

some symmetry the situation might change. An example is time-reversal

symmetry (TRS). Kramers degeneracy [4, 5] tells us, that under TRS, for

half-integer spin systems, there is an even number of degenerate states for ev-

ery energy state. We can thus imagine every zero-energy crossing in Fig. 1 as

changing the topological invariant by at least two. Such a system has, there-

fore, a 2Z topological invariant, since the number of zero-energy crossings

is always even. This consideration can be generalized to higher dimensions

and by considering further symmetries [6–9]. Such a generalization has been

done following Atland and Zirnbauer’s (AZ) classification scheme for random

matrices [10] and considering TRS, particle-hole symmetry (PHS) and chi-

ral symmetry (CS). The possible topological invariants for d dimensions is

represented in Tab. 1. Marked in yellow are the two zero-dimensional states

considered above for no symmetries and for half-integer valued spin systems

under TRS (i.e. Θ2 = −1, where Θ represents the TRS operator). Marked in

green is the integer quantum Hall effect (IQHE) and marked in red we find
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Symmetry d

AZ TRS PHS CS 0 1 2 3 4 5 6 7 8

A - - - Z - Z - Z - Z - Z

AIII - - 1 - Z - Z - Z - Z -

AI 1 - - Z - - - Z - Z2 Z2 Z

BDI 1 1 1 Z2 - - - - Z - Z2 Z2

D - 1 1 Z2 Z2 Z - - - Z - Z2

DIII - 1 - - Z2 Z2 Z - - - Z -

AII -1 - - 2Z - Z2 Z2 Z - - Z

CII -1 -1 1 - Z - Z2 Z2 Z - - -

C - -1 - - - Z - Z2 Z2 Z - -

CI 1 -1 1 - - - Z - Z2 Z2 Z -

Table 1: Table of topological phases classified according to the AZ classifi-

cation scheme. (Source: Values for d=0 taken from Ref. [12] and for d > 0

from Ref. [11].)

the two-dimensional and three-dimensional topological insulators. Other in-

teresting topologically non-trivial phases can be found in this table, such as,

for example, topological superconducting and superfluid phases [11], however

not all of the entries have been confirmed by experiments.

We will restrict ourselves to gapped time-reversal invariant systems called

“topological insulators”, famous for their gapless edge states. We have seen,

that topologically distinct phases cannot be connected into one another with-

out generating gapless states on the way. We have used an abstract model,

but this idea is also valid in real space: If we connect two topologically dis-

tinct phases a gapless state has to appear on the edge. Normal insulators,

also called trivial insulators, are topologically equivalent to the vacuum, and

can thus be smoothly connected to the vacuum. They have accordingly no

gapless edge states. TIs, on the other hand, are topologically distinct than

the vacuum and a gapless connection is not possible. This is the idea behind
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the bulk-edge correspondence. TIs have the additional restriction of TRS,

which forces the gapless states to appear in pairs.

1.2 The Integer Quantum Hall Effect

When charged particles in an electrical conductor are deflected by a magnetic

field perpendicular to the current, they will accumulate at edges. This will,

in turn, induce an electric field perpendicular to both the current and the

magnetic field. In equilibrium, Einduced = vB, current will once more flow

through the probe and a finite voltage will exist between the top and bottom

edges: This effect is called “Hall effect” after the physicist who discovered it

in 1879 [13].

I
B

Figure 2: Explanation of the IQHE in terms of the skipping motion of

electrons.

If the magnetic field is high enough the electrons in the interior of the

sample will move in cyclotron orbits, as a result of the Lorentz force. If

the sample is very clean, then the electrons will be able to do many orbits

before losing the phase coherence and a quantum mechanical treatment is

needed [14]. Pictorially, the integer quantum Hall effect can be understood

as the skipping motion of electrons at the edge of the probe (see Fig. 2),

which explains the chirality of the edge modes and the insulating character

of the bulk. In this picture, the chirality of the edge modes is explained by

the electron motion being onlu possible in one direction and the isolating
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character of the bulk gets explained by the closed cyclotron orbits. It was

found in 1980 [15] that the perpendicular conductance takes quantized values

of

σ = n
e2

h
for n ∈ Z. (1)

The value of n cannot change continuously because it is governed by

the topological invariant of the Quantum Hall Effect. Thouless, Kohmoto,

Nightingale and den Nijs (TKKN) showed in 1982 [16] that the conductance

has the form of an integral over the Berry curvature [11, 17], thus finding

an explicit formula for the topological invariant. The number of gapless

states in a transition between two regions of different n is determined by

the difference of the TKKN invariants and, since the number of states is

directly proportional to the conductance, the edge conductance of the IQHE

is determined by the topological invariant. Interestingly, the quantization of

the Hall conductance has been measured to one part in a billion [18].

1.3 Quantum Spin Hall Insulators

Recently, topological insulators have attracted a lot of attention [11, 17,

19]. This interest comes from the exceptional properties of their boundaries.

These edge states are helical and they are protected by time-reversal symme-

try, as will be explained below. One expects perfect quantized transport even

in the presence of impurities as long as TRS is conserved. These properties

make TIs possible candidates for use in Quantum Computers and in the field

of spintronics.

The integer quantum Hall effect requires a strong magnetic field and low

temperatures. Since a magnetic field is required, TRS is trivially broken. It

is, however, not necessary to have broken TRS in order to have a topological

class, as we have seen in the zero-dimensional example above. In more phys-

ical dimensions, “spin-orbit interaction allows a different topological class of

insulating band structures with unbroken TRS” [11, 20]. Z2-Topological in-
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sulators in two dimensions, also known as the quantum spin Hall insulators

(QSHI), can be pictorially understood as two copies of the IQHE. However,

there is a very important difference. While the edge states in the integer

quantum Hall effect are chiral, meaning that they only allow charge trans-

port in one direction, the edge states of quantum spin Hall insulators are

helical. Helicity means that there is a lock-in relation between the direction

of propagation and the spin of the electrons (see the right panel of Fig. 3 ).

Figure 3: From the IQHE to quantum spin Hall insulators.

Another important difference is that, in the integer quantum Hall effect,

two edge states having a different direction of propagation are spatially sep-

arated by an insulating bulk. This is not the case in a QSHI where each edge

hosts states moving in both directions. Chirality of the edge modes in inte-

ger quantum Hall effect samples leads to suppression of backscattering. In

QSHIs, even when counter-propagating edge states are close, single-particle

backscattering by a spinless impurity is still strongly suppressed since the

helical modes are protected by time-reversal symmetry.

QSHIs and three-dimensional topological insulators are called Z2-topological

insulators because the topological invariant belongs to Z2, see Tab. 1. This

topological invariant does not have the same interpretation as in the IQHE.

There it was related to the conductance of the edges, however, the edge

transport in QSHIs is not strictly quantized by the invariant [11, 19].

The Z2 topological invariant can be understood as the parity of Kramers

pairs crossing the bulk gap. Kramers degeneracy of edge states happens at

specific points in the Brillouin Zone satisfying the relationH(Γi) = ΘH(Γi)Θ
−1.
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The number of points that satisfy this relation depends on the form of the

lattice. In a 2D square lattice, there are four points satisfying this relation-

ship and in a 3D cubic lattice, there are 8 [17]. It is important that in each of

these points, Kramers theorem states that the eigenstates have to be at least

doubly degenerate. Consider for simplicity a band with only two Kramers

degenerate pairs (see Fig. 4).

Figure 4: Electronic dispersion between two points with Kramers degener-

acy. The left panel (a) corresponds to a trivial insulator while the right panel

(b) corresponds to a topological insulator. (Source: Ref. [11])

There are two possible ways of connecting Kramers degenerate points:

either one connects the same states in both ends or one connects the two

states together at one point and with other states at another. In the first

case, the number of states crossing the chemical potential is even whereas in

the second case the number of states crossing it is odd. One might notice

that, in the even case, one can shift the chemical potential up or down and

change the system in such a way that no zero-energy crossings occur. In the

other case, this is not possible. The second case is equivalent to the existence

of topologically protected edge states in a topological insulator and we can

relate the topological invariant to the parity of the number of zero-energy

crossings.
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2 Conductance of edge modes in QSHI

2.1 Experimental and Theoretical Findings

As it has already been stated, QSHIs host gapless edge states and they are

predicted to have ideal edge transport, since TRS protects the transport

against disorder effects. The conductance of an ideal 1D helical edge should

be of e2

h
. This has been observed only for small samples [21–24] but exper-

iments performed on longer samples show lower conductance than that ex-

pected [21, 23, 25–27]. According to the Landauer-Büttinker formalism [28],

lower conductance is a manifestation of backscattering. Another experi-

mental observation [29] in InAs/GaSb quantum wells shows temperature-

independent low conductance at low temperatures. This independence is

maintained up to 30K.

These experimental findings pose a theoretical puzzle. Under potential

disorder, localized bulk electronic states in the gap appear. Potential disor-

der, however, does not lead to gap openings in the spectrum of the edge modes

because it is unable to flip spins [1]. As long as time-reversal symmetry is con-

served, models developed to explain the experimental findings may only in-

clude inelastic and multi-particle scattering as single-particle backscattering

is suppressed. Inelastic processes should generally lead to a strong temper-

ature dependent reduction of conductivity [30–34]. Multi-particle scattering

processes are also generally T-dependent [32].

One possible source of the suppressed conductance is the scattering by

localized spins (magnetic impurities) in the edge. Two situations are possible:

either the total z-component of spin of magnetic impurities and electrons is

conserved, i.e. there is a U(1) invariance under rotations of all spins around

the z-axis, or this symmetry is not present. U(1) invariance is reflected by

XY-isotropic coupling between electrons and impurities.

For single magnetic impurities under U(1) symmetry, it is easy to see

that the dc charge transport should not be affected even if backscattering is

possible [35]. The reason is represented in Fig. 5, by the fact, that, in order

13



for the impurity to cause backscattering to a second spin-up electron it has

to return to its spin-up state by backscattering a spin-down electron and the

dc transport is not affected, because only alternate scattering of right- and

left-moving electrons is possible on one edge. Even in the case of a finite

density of impurity spins, perfect conductance should be retained as long as

U(1) symmetry is present [1, 2].

Figure 5: Illustration of the kinematic reason why U(1) spin-z symmetry

does not affect dc conductance. After the backscattering of a spin-up right-

moving electron represented here, another backscattering of right-moving elec-

trons is not possible due to U(1) invariance.

There is, however, no good reason why there should be such U(1) symme-

try in disordered systems with spin-orbit interaction [1]. Some U(1) violating

processes without spontaneous breaking of time reversal symmetry have been

considered in [36–39] but their effects should vanish at low T or weak inter-

action [1].

2.2 Helical Luttinger Liquid with Randomly Anisotropic

Kondo Impurities

Altshuler, Aleiner and Yudson considered in Ref. [1] a chain of localized mag-

netic impurities at the edge of two-dimensional TIs with randomly anisotropic
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coupling of the electrons to the spins. This model was further expanded by

Yevtushenko, Wugalter, Yudson and Altshuler in Ref. [2] where the effects

of the electron-electron interaction were considered. It has been shown that

such randomly anisotropic coupling could lead to a spontaneous breaking of

time-reversal symmetry. This removes the symmetry protection and low con-

ductance is expected for low temperature in a broad range of the interaction

strength between the electrons. The Hamiltonian describing the model of

Refs. [1, 2] reads

Hmodel = He +Hint +Hf
e−S +Hb

e−S. (2)

Where He +Hint is the Hamiltonian for the interacting Dirac fermions.

He = −ivF
∫
dx

∑
µ=±

µψ†µ∂xψ
†
µ (3)

Hint =
g

2

∫
dx (

∑
µ=±

ψ†µψµ)2 (4)

The fermionic fields ψµ represent spin-up right-moving fermions in the x-

direction for µ = + and spin-down left-moving for µ = −.

Hf
e−S +Hb

e−S represent the coupling to the Kondo impurities:

H
(f)
e−S =

∫
dx ρsJzSz(ψ

†
+ψ+ − ψ†−ψ−) (5)

H
(b)
e−S =

∫
dx ρsJ⊥(S+e2ikF xψ†−ψ+ + εS−e2ikF xψ†−ψ+ + h.c.) (6)

Here Hf
e−S represents forward-scattering without spin-flip and Hb

e−S rep-

resents back-scattering accompanied by spin-flip. We have denoted J⊥ =

(Jx + Jy)/2 and ε(x) = (Jx − Jy)/2J⊥. J⊥ is the isotropic coupling param-

eter and ε is the dimensionless anisotropy parameter. We consider the case

of weak anisotropy |ε| ≡ a � 1 and a high density of spins and, thus, the

coupling terms are expressed with an integral where the dimensionless pa-

rameter ρs describes the density of spins. It is important to note that one
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can, with a unitary transformation, map this system into one with J̃z = 0

and g̃ 6= g [2]. Accordingly, the model Hamiltonian can be written as

Hmodel = He +Hint[g̃] +H
(b)
e−S. (7)

Disorder can be introduced into the model by considering a random spin den-

sity and anisotropy. Random ρs cannot affect dc conductance [1], therefore,

it is enough to consider the randomness of the anisotropy parameter, which

is taken as a random complex number with Gaussian distribution and zero

mean, i.e.

〈ε(x)〉 = 0 and 〈ε(x)ε∗(x)〉 =
w

ρs
δ(x− x′). (8)

In the noninteracting case, the system can be mapped into the problem

of pinning of the helical density wave by the disordered potential. It de-

scribes Anderson localization, the phenomenon of localization of waves in a

disordered system [40]. In the system under consideration, it takes place for

arbitrary weak anisotropy [1].

The authors of Ref. [2] have shown that the localization of edge states

takes place in the broad interval of the interaction strength between electrons

determined by

(log(EB∆0))−1 < K < 2, (9)

where EB is the UV energy cut-off which is of the order of the bulk gap

∆0. The interaction leads to strong renormalization of the gap in the elec-

tron spectrum ∆ and the localization length Lloc, which is defined as the

lengthscale at which the kinetic energy equals the potential energy of the

disorder [41], of

∆(K)

∆0

∼ K

(
EB
K2∆0

)
and

Lloc

L
(0)
loc

∼
(

∆0

K∆(K)

) 4
3

. (10)

Several temperature intervals have been identified. A sample length much

smaller than the localization length is expected to have almost ballistic trans-

port with a deviation of the order of L/Lloc. On the other hand for samples
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that are much longer than the localization length, one has almost zero con-

ductance as long as the temperature is smaller than that of the many-body

localization transition [2] as it can be seen in Fig. 6.

T

T E DMBL pin

sdc

32
1

s  = 0dc

a

sdc
2(1-K)

1 - localization
2 - weak semiclassical transport
3 - semiclassical transport

~T

sdc
2

~(K T/K)

<ET< B

K<1/2

K>1/2

Figure 6: Qualitative picture of the temperature dependence of the dc con-

ductivity for long samples. (Source: Ref. [2])

Importantly, the choice of weak anisotropy results in a large localization

length. A stronger anisotropy, which might be more physical, would result

in smaller Lloc, and this might explain the experimental results presented

above, especially that of almost temperature-independent localization for

low temperatures given in [29].
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3 Main Part

3.1 Statement of the Problem

If the helical Kondo array considered in the last section is dense, the direct

exchange interaction between the magnetic impurities may be important due

to their proximity. The objective of this work is to understand the effects

of the direct exchange interaction in the theoretical results presented in the

last section. More specifically, we are interested in how the direct exchange

interaction changes the localization length of the model. To do this, we add

to the Hamiltonian nearest neighbor Heisenberg interaction

HH = JH
∑
k

~Sk ~Sk+1. (11)

The sum runs over the magnetic impurities. Here the parameter JH describes

the strength of the Heisenberg interaction and JH < 0 and JH > 0 correspond

to the ferromagnetic and antiferromagnetic cases, respectively. For simplicty,

we consider an SU(2) symmetric Heisenberg interaction.

3.2 Effective Hamiltonian at JH = 0

In the absence of the Heisenberg interaction, the Hamiltonian is given by

Eq. (7). To simplify the model, we will set g̃ to zero. We will later take the

effects of the fermionic interaction into account by simply using the renor-

malized parameters calculated in Ref. [2]. At the first step, we neglect the

weak anisotropy, i.e. we set ε = 0. The Hamiltonian of the fermions can then

be written as

H0 =

∫
dx ψ†

−ivF∂x ρsJ⊥S
−

ρsJ⊥S
+ ivF∂x

ψ, (12)

where the subscript “0” reflects the fact that the Heisenberg interaction has

not yet been taking into account. Here ψ† = (ψ̄+ , ψ̄−) is the fermionic spinor

field. It is important to note that the above formula is obtained after doing
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the unitary transformation S± → S±e∓2ikF x, which leaves the exponential

terms containing kF only in the term that describes the anisotropy in Eq. (6).

We use the standard parametrization of the spin variables by unit vectors

described by the angle α and by the nz-component:

S± = s
√

1− nz(x, τ)2e±iα(x,τ), (13)

Sz = snz(x, τ). (14)

We introduce the gap ∆̃0 = ρsJ⊥s
√

1− n2
z =: ∆0

√
1− n2

z and rewrite

the Hamiltonian as

H0 =

∫
dx ψ†

−ivF∂x ∆̃0e
−iα

∆̃0e
iα ivF∂x

ψ. (15)

In order to eliminate α from the off-diagonal terms it is convenient to do

the gauge transformation given by ψ± exp{∓iα/2} → ψ±. The Hamiltonian

then reads as

H0 =

∫
dx

ψ†
−ivF∂x − i

2
∂xα ∆̃0

∆̃0 ivF∂x + i
2
∂xα

ψ +
vF
8π

(∂xα)2︸ ︷︷ ︸
Hanom

 . (16)

The new term Hanom follows from the Jacobian of the transformation [2].

We can ignore the subleading terms ± i
2
∂xα, since the spin variable depends

on time and space slowly [1, 2]. In particular, the fermionic variables are

much faster than α. Focussing in the first part of Eq. (16), we see that it

can be written as

H ′ =

∫
dx ψ†(kvFσz + ∆̃0σx)ψ. (17)

Eq. (17) is the Dirac equation for massive (gapped) fermions. Its dispersion

relation, in units of ~ = 1 is given by

ω(k) = ±
√

(kvF )2 + ∆̃2
0, w (18)
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see Fig. 7.

Figure 7: Dispersion relation for gapped Dirac fermions, where the the

chemical potential is set at ω = 0

We want to know how the gap, created by the electron-spin interactions,

changes the energy. To understand this, we subtract the energies given by

Eq. (18) to the ones that we have if we set the gap ∆ to 0. Next, we use the

symmetry of the energies around k = 0.

H∆ = H ′|∆ 6=0 −H ′|∆=0

=
∑
k

(
−
√

(kvF )2 + ∆̃2
0 + vFk

)
= 2

∑
k>0

(
−
√

(kvF )2 + ∆̃2
0 + vFk

)
→ 2

∫ EB

∆

dk
L

2π

(
−
√

(kvF )2 + ∆̃2
0 + vFk

)
(19)

21



The integration boundary EB is the so called UV energy cut-off which is

of the order of the bulk gap in the TI. This integral can now be calculated

(App. B.1) to logarithmic accuracy giving the following result for the energy

density:
H∆

L
= − 1

2πvF
∆̃2

0 log
EB

∆̃0

. (20)

3.3 Heisenberg Hamiltonian

The next step is to express the Heisenberg Hamiltonian in terms of variables

introduced in the last subsection. At the first step, we consider the spin

variables as the mean field approximated spin variables in which we identify

nz and α with their averages and ignore the fluctuations, i.e. x−〈x〉 → 0 [42].

Thus, we can equate 〈n2
z〉 and 〈nz〉2. A mean field approximation is only

valid if the spin variables change slowly in the scale of the lattice spacing

ξ0. In order to be able to effectively describe antiferromagnetic Heisenberg

interaction, we need to single out the slow component of Sz. Therefore we

introduce the following definition of the spin variables:

S±k = s
√

1− nz(xk)2e±iα(xk)e∓2ikF xk (21)

Szk = (−signJH)ksnz(xk) (22)

These new definitions do not change the results in the last subsection.

One should notice that the factor e∓2ikF xk appears due to the rotation men-

tioned above. We insert Eqs. (21) and (22) in the Heisenberg Hamiltonian

Eq. (11). The corresponding calculations can be found in App. B.2. This

yields

HH
MFA
=

L

ξ0

{
s2(1− n2

z) cos 2kF ξ0 − signJHs
2n2

z

}
. (23)

We may ignore the constant shift, which only amounts to a shift of the

ground state energy and write
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H̃H =− L

ξ0

JHs
2(cos 2kF ξ0 + signJH)n2

z

=

 L
ξ0
JHs

2(1− cos 2kF ξ0)n2
z, JH < 0 (FM coupling)

− L
ξ0
JHs

2(1 + cos 2kF ξ0)n2
z, JH > 0 (AFM coupling)

(24)

where n2
z = 〈n2

z〉.

The whole effective Hamiltonian can thus be written as

Heff = H∆ + H̃H +Hanom (25)

3.4 Fluctuations of the massive spin variable nz

Minimizing the Hamiltonian with respect to the spin variables results in

nz = 0, α = const, which is the classical configuration of the spin variables.

One should, however, notice that this minimum is only found for small values

of the Heisenberg parameter JH . It is expected that at some critical value

Jc of JH , different for the ferromagnetic and anti-ferromagnetic cases, the

situation changes. For |JH | > |Jc| two new minima will appear symmetrically

around nz = 0 and nz = 0 will become a maximum (see Fig. 8).

JH � 0 JH < JFMc < 0 JH ≈ 0 JH > JAFMc > 0 JH � 0

Figure 8: Dependence of the ground state energy on the spin variable nz

for different values of the Heisenberg parameter JH .

This magnetic phase transition lies beyond the scope of this text and

will therefore not be studied here. At very high |JH |, the Heisenberg in-
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teraction will dominate the ground state energy, which is also beyond our

consideration.

Now, we expand H∆ around nz = 0 up to second order arriving at an

expression valid for |JH | � Jc

H∆ ≈
L

2πvF
∆2

0(log

(
EB
∆0

)
− 1

2
)n2

z

≈ L

2πvF
∆2

0 log

(
EB
∆0

)
n2
z (26)

Here, n2
z = 〈n2

z〉. The last approximation is valid because the logarithm is

large. Using 〈n2
z〉 = 1

L

∫
dx(n2

z) we can see that

H∆ + H̃H ≈
∫
dx
( ∆2

0

2πvF
log

(
EB
∆0

)
− JHs

2

ξ0

(cos 2kF ξ0 + signJH︸ ︷︷ ︸
=:P(∆0,JH)

)
)
n2
z. (27)

This approximation is only valid at small JH far from the phase transition

as we have expanded around nz = 0. This Hamiltonian describes small fluc-

tuations of the massive spin variable nz around this minimum. We therefore

name the RHS of Eq. (27) HFL. The Hamiltonian Eq. (25) now reads as

Heff = HFL +Hanom =

∫
dx

(
Pn2

z +
1

8πvF
(∂xα)2

)
. (28)

3.5 Effective Lagrangian for Spinons

We now change from the Hamiltonian representation to the Lagrangian rep-

resentation, because it allows to explicitly take the effects of the fluctuations

of nz into account. We take the fermionic interactions explicitly into account

by using the renormalized parameters calculated in Ref. [2]: We subsitute

the effective gap ∆ (see Eq. (10)) for the bare gap ∆0 in P and the renor-

malized factor v/8πK in Hanom. We also recover the anisotropy: It is given

by adding the term −D(εe2iα + h.c.) to the Lagrangian (see Ref. [2]), where
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D = 1
4πa

∆
EB

log EB
∆

and a ∼ vF/EB is the smallest spatial scale. The La-

grangian is given by

L = LFL[nz] + Lanom[α] + LWZ [nz, α]−D(εe2iα + h.c.), (29)

where

LFL[nz] = P(∆, JH)n2
z, (30)

Lanom =
v

8πK
(∂xα)2, (31)

LWZ = −isρsnzρτα. (32)

LWZ is the so-called Wess-Zumino term, which is needed when the spins are

parametrized by unit vectors [43].

In order to derive the effective action for the spinons we need to inte-

grate out the massive variable nz and, since it is massive, we can extend the

integration measure so as to calculate the integral in the Gaussian approx-

imation. It is coupled to the massless phase α in the Wess-Zumino term,

and therefore the Gaussian integral over nz, which can be found in App. B.3,

yields:

〈
e−SWZ

〉
SFL

= exp

(
−s

2

2

∫
dx

∫
dτρ2

s

〈
n2
z

〉
SFL

(∂τα)2

)
, (33)

where
〈
n2
z

〉
SFL

= (2P)−1. (34)

We rewrite the non-anisotropic terms of the Lagrangian in terms of the La-

grangian for the Luttinger liquid (see App. A) with new paramers vα and

Kα. The Lagrangian for the Luttinger liquid is given by

LLL[φ,K, v] =
1

2πKv

[
(∂τφ)2 + (v∂xφ)2

]
. (35)

We now have

Lanom[α] +
(sρs)

2

2

〈
n2
z

〉
SFL

(∂τα)2 !
= LLL[α,Kα, vα]. (36)

25



This, in turn, gives us two equations for the parameters Kα and vα which

read as follows

1

2πKαvα
=

(sρs)
2

2

〈
n2
z

〉
SFL

and
vα

2πKα

=
v

8πK
. (37)

Eq. (37) shows how the rigidity of the collective helical mode is modified by

the direct exchange.

The effective Lagrangian for the fluctuations of the spin phase α is then

given by

Lα = LLL[α,Kα, vα]−D(εe2iα + h.c.). (38)

3.6 Localization Length

We now use Eq. (38), where the anisotropy parameter ε is described by

Eq. (8), to calculate the localization length Lloc using the optimization meth-

ods described in Sect.9.2 in [41]. We assume that the phase α remains

constant on the lengthscale Lloc and estimate the energy of the disorder

as D
√

ω
ρs
Lloc, because the average of a gaussian random variable grows with

the square root of the length over which it is integrated. We focus in the case

where the temperature is very small T → 0 and neglect the time derivatives

∂τα, because the fluctuations of α are frozen out at Kα → 0 (semiclassics).

The constant value taken by the phase is that which optimizes the disorder

term in the interval Lloc. Between two segments of Lloc the phase α has to

change in order to reach the next minimum (see Fig. 9), and we can estimate

the gradient of the phase to be ∂xα ∼ 1/Lloc and therefore the kinetic energy

as v/LlocK.
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Figure 9: The phase α takes the value which optimizes the disorder term

over a length Lloc, which is given by the lengthscale at which the kinetic energy

equals the potentail energy of the disorder. (Source: Adapted from Ref. [41])

As it has already been stated in section 2.2, the localization length is

defined as the lengthscale at which the kinetic energy equals the potential

energy of the disorder. We therefore find using the relationships vK = vF ∼
aEB and ρsa ∼ 1 (the second describes dense impurities, which is the regime

we study)

v

LlocK
∼ D

√
ω

ρs
Lloc =⇒ Lloc ∼

a

ω1/3

(
EB

aDK2

)2/3

. (39)

One should note that this is the same expression found in Ref. [2] without

considering the direct exchange interaction. This shows that the theory is

robust against weak SU(2) symmetric Heisenberg interaction. Let us now

verify the validity of the calculations.

This approach is only valid if Kα → 0, which corresponds to a strong

effective repulsion because the spinons couple strongly to the interacting

fermions. It is therefore important to make sure that this limit is still valid if

one introduces the Heisenberg interaction. We now examine the dependance

of Kα on the Heisenberg parameter JH . In order to do this we solve Eq. (37)
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for Kα and find

Kα =
2

sρs

√
K

πv 〈n2
z〉SFL

∝
〈
n2
z

〉− 1
2

SFL
∝
√
P . (40)

Kα was found to be very small in the absence of the Heisenberg interac-

tion. It is easy to see in Eq. (27) that P gets smaller with increasing |JH |.
One can, therefore, follow that the Heisenberg interaction makes Kα smaller

and thus the limit Kα → 0 even more valid. We see accordingly that Eq. (39)

remains valid even in the presence of weak Heisenberg.
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4 Conclusion and Outlook

In this work, we have studied the effect of SU(2) symmetric nearest-neighbor

direct exchange on tranport in a helical Luttinger Liquid coupled to randomly

anisotropic Kondo impurities. This model is relevant for the edge transport

in time reversal invariant topological insulators [1, 2]. We have found that

such SU(2) symmetric Heisenberg interaction is unable to change the lo-

calization length if the Heisenberg interaction couping is small. A strong

Heisenberg interaction is expected to lead the system towards a magnetic

phase transition [44].

We have arrived at this conclusion by deriving an effective Lagrangian

describing the low energy theory for a helical colletive (electron - Kondo

spin) mode which supports the charge transport and then using standard

optimization procedures to evaluate the localization length.

We believe that the robustness of the localization length is a result of the

choice of SU(2) symmetric Heisenberg interaction. In order to understand

the effects of anisotropic ( and probably random ) interaction between the

magnetic impurities further work is required. We have also analysed how

the rigidity of the collective helical mode is modified by the direct exchange.

This might be a useful input for a further theory addressing the ac-response

of the system.
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A Luttinger Liquids

In the Luttinger model, one linearizes the dispersion relation of the electrons

close to the Fermi energy. In order to quantitatively understand Luttinger

Liquids (LL) one has to resort to methods such as bosonization, which lay

behind the scope of this text. It is a mathematical procedure in (1+1) dimen-

sions in which interacting fermions are treated as massless, non-interacting

bosons. A review of bosonization can be found at [45]. It is important to

consider that in such a case one has to consider left and right moving particles

close to ±kF separately. One of the most important results of bosonization

is that the Hamiltonian and the action for the spinless Luttinger liquid can

be written as [41]

H =
~
2π

∫
dx

[
vK

~2
(πΠ(x))2 +

v

K
(∇φ(x))2

]
(41)

S/~ =
1

2πvK

∫
dz
[
(∂τφ)2 + (v∂xφ)2

]
(42)

for free scalar field φ and momentum Π, where φ and Π obey the canon-

ically conjugate commutation rule for bosons. This Hamiltonian describes

a free boson model with effective velocity v and stiffness K, better known

as the Luttinger parameter. The bosons in question represent the density

fluctuations of the interacting fermions and thus the velocity v indicates the

propagation velocity of said fluctuations. The Luttinger parameter repre-

sents the type of interaction between the fermions: K > 1 corresponds to

attractive interactions whereas K < 1 corresponds to repulsive interactions.

When spin is considered the Hamiltonian separates into spin and charge

with different stiffness K and propagation velocity v for spin and charge

density fluctuations. This is known as spin-charge separation and it is one

of the hallmarks of Luttinger liquids. In the helical model considered in this

work, however, such a separation does not take place because helicity fixes

spin and propagation.
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B Some Explicit Calculations

B.1 Calculation of H∆

In Eq. (19) we arrived at the following expression for H∆:

H∆ ≈ 2

∫ EB

∆

dk
L

2π

(
−
√

(kvF )2 + ∆2 + kvF

)
. (43)

We now perform the change of variables given by ε = kvF and so

H∆ ≈2
L

2π

∫ EB

∆

dk
(
−
√

(kvF )2 + ∆2 + kvF

)
=2

L

2πvF

∫ EBvF

∆vF

dε(ε−
√
ε2 + ∆2)

=2
L

2πvF

∫ EBvF

∆vF

dε(ε− ε
√

1 + (
∆

ε
)2) (44)

Here, interestingly, 1
2πvF

corresponds to the one-dimensional density of states.

We now expand the square root with
√

1 + x2 = 1 + 1
2
x2 +O(x3) and find:

H∆ ≈2
L

2πvF

∫ EBvF

∆vF

dε(ε− ε(1 +
1

2
(
∆

ε
)2))

=− L

2πvF

∫ EBvF

∆vF

dε
∆2

ε

=− L

2πvF
∆2 log

EB
∆
. (45)

Which is the expression given in Eq. (20).

B.2 Calculation of HH

We now want to derive Eq. (23). For this we start with the Heisenberg

Hamiltonian given by

HH = J⊥
∑
k

~Sk ~Sk+1 (46)
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As usual, we introduce ladder operators defined by S± = Sx ± iSy. One can

show, after some algebra, that under this definition, the following expression

holds true:

SxkS
x
k+1 + SykS

y
k+1 =

1

2
(S+

k S
−
k+1 + S−k S

+
k+1) (47)

and, using the expression for the spin variables Eqs. (21) and (22), the Heisen-

berg Hamiltonian can be rewritten as

HH =JH
∑
k

1

2
(S+

k S
−
k+1 + S−k S

+
k+1) + SzkS

z
k+1

=JH
∑
k

1

2
s2
√

1− n2
z(xk)

√
1− n2

z(xk+1)(e−i(α(xk+1)−α(xk))e+2ikF (xk+1−xk) + h.c.)

−sign(JH)s2nz(xk)nz(xk+1)

=JH
∑
k

s2
√

1− n2
z(xk)

√
1− n2

z(xk+1) cos(2kF (xk+1 − xk)− (α(xk+1)− α(xk)))

−sign(JH)s2nz(xk)nz(xk+1)

MFA
= JH

∑
k

s2(1− n2
z) cos(2kF ξ0)− sign(JH)s2n2

z, (48)

where ξ0 = xk+1 − xk and nz corresponds to its expectation value. In-

terestingly, all the dependence of the Hamiltonian on α gets lost after the

mean-field approximation. Since nz corresponds to the average, there is no

dependence on the index k and we can multiply by the number of impurities

N. It is given by the length of the sample L divided by the average distance

between subsequent impurities, which corresponds to ξ0 if one assumes a

homogeneous distribution of the impurities.

HH
MFA
= JHN

{
s2(1− n2

z) cos(2kF ξ0)− sign(JH)s2n2
z

}
=JH

L

ξ0

{
s2(1− n2

z) cos(2kF ξ0)− sign(JH)s2n2
z

}
(49)

We can now ignore the constant shift given by JHL/ξ0s
2 cos 2kF ξ0 and

arrive at Eq. (24):
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H̃H = −JH
L

ξ0

s2 {sign(JH) + cos(2kF ξ0)} (50)

B.3 Fluctuations Average of the Wess-Zumino Action

If the Heisenberg interaction is weak, the action describing the fluctuations

of the massive spin variable nz has the form

SFL[nz] =

∫
dz P n2

z (51)

where the prefactor P(∆, JH) is given by

∆2

2πvF
log

EB
∆
− JHs

2

ξ0

(cos 2kF ξ0 + signJH) (52)

We can now calculate an effective action for the Wess-Zumino term:〈
e−SWZ

〉
SFL

=
〈
e+is

∫
dzρsnz∂τα

〉
SFL

(53)

=

∫
Dnze+is

∫
dzρsnz∂ταe−

∫
dzpn2

z∫
Dnze−

∫
dzpn2

z
(54)

This can be calculated by completing the square:

isρs∂ταnz − pn2
z = −p((nz −

isρs∂τα

2p︸ ︷︷ ︸
ñz

)2)− (
isρs∂τα

2p
)2) (55)

And accordingly

〈
e−SWZ

〉
SFL

=

∫
Dñze−

∫
dzPñ2

ze−
s2

2

∫
dzρ2s(2P)−1(∂τα)2∫

Dnze−
∫
dzPn2

z
(56)

= exp

(
−s

2

2

∫
dzρ2

s(2P)−1(∂τα)2

)
(57)

One might notice that (2P)−1 = 〈n2
z〉SFL : This can be calculated by using

the relationship given by〈
n2
z

〉
SFL

=
1

Z[0]

∂2Z[J ]

∂J2
|J=0 (58)
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where the partition function is given by Z[J ] =
∫
Dnze−SFL−

∫
dzJnz . By com-

pleting the square and deriving twice for J one arrives at the aforementioned

relation (2P)−1 = 〈n2
z〉SFL .

We can now insert this last relation into Eq. (57) and find

〈
e−SWZ

〉
SFL

= exp

(
−s

2

2

∫
dzρ2

s

〈
n2
z

〉
SFL

(∂τα)2

)
. (59)
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