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Abstract

In this thesis, we outline scattering theory for quasi particles in quantum spin sys-

tems. Following the Haag-Ruelle approach from algebraic quantum field theory we

construct asymptotic scattering states, discuss their properties and define the S-

matrix. Finally we develop the LSZ reduction formula for general lattice systems,

which might in the future be used to prove non-triviality of the S-matrix in some

concrete settings such as the Ising model. Furthermore we explore the possibility of

using path integrals on coherent states to describe time evolution in spin systems.
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Introduction 1

Introduction

For a long time quantum field theory has been one of the two major pillars of fun-

damental physics (the other one being general relativity). Its major incarnations,

QED and QCD, have been validated in countless experiments. But from a mathe-

matical point of view, the situation remains quite unsatisfactory, because these field

theories are plagued by divergences, such that the naive results obtained are infinite

more often than not. This is typically remedied by a variety of renormalization and

regularization schemes which produce finite results for physical quantities. These

results are in great agreement with experimental data but mathematically they are

mostly not well defined and often look more like an ad hoc solution to “just subtract

the infinite term and use the remaining part”.

In the sixties, R. Haag and D. Kastler [13] tried to improve this situation by starting

from a few mathematical axioms for their local quantum field theory, and derive the

rest of the theory in a mathematical rigorous way. But even though many results

from ordinary quantum field theory can be translated into this rigorous framework,

it is still an open problem to find a formulation of a real physical theory (like QED

or QCD) in terms of Haag-Kastler axioms. In fact, all models of the framework

analyzed so far have either been non-interacting, or only possible in a non-physical

1 or 2 dimensional world.

A major problem with rigorous construction of QFT models in physical space-time

are so called ultraviolet divergences. These are infinities introduced by considering

arbitrarily small distances (or equivalently high energies). The usual way to han-

dle this is to introduce a UV-cutoff: Simply constrict the relevant integrals by an

unphysical lower bound on the distances and try to take this limit to zero after

all other calculations are done. In a mathematically rigorous setting we can not

do this (as it boils down to incorrectly swapping the order of limits and integrals),

but we can introduce a minimal distance right from the axiomatic start. Instead of

modeling space as continuous R3, we use Z3 and imagine the spacing between the

discrete sites as small.

Of course such a lattice system will not be a satisfactory fundamental theory of the

real world. In particular because there can’t be Lorentz invariance in a rectangular

grid. But we can still hope to find a model in physical space-time dimension and

prove rigorously the non-triviality of the scattering matrix. Then this might give

us some hints as to how to find a good model for the actual continuous framework.

Recently it was shown that at least in some cases, a quantum spin system satisfying

Lieb-Robinson bounds is sufficient to establish scattering states and define the S-

matrix. [4] This thesis is heavily motivated by that progress.

One useful tool for actually computing the scattering matrix is the so called “LSZ

reduction formula”, named after H. Lehmann, K. Symanzik and W. Zimmermann

[15]. It expresses the amplitude of a scattering process as vacuum expectation values

of time-ordered products of certain observables. And in a concrete model these

correlation functions are often computable, at least perturbatively. In this thesis we

develop such a reduction formula for the lattice framework (theorem 3.25), which
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in the end looks very similar to the long known continuous case. Though actually

evaluating the formula turns out to be a challenge because there is a non-trivial

dispersion relation coming into play, and also because a perturbative approach is

not possible in a straightforward manner (see discussion in section 3.6). Therefore

we are looking for alternatives.

A common way to express expectation values of time-ordered products of operators

are path-integrals. In [6], rigorous path-integral formulas are derived for a single

spin. In this thesis, we heuristically derive a similar formula for spin systems. This

is achieved by replacing the discrete set of spin-states |´1{2y, |`1{2y with the con-

tinuous set of “coherent states” |zy with z P C. This enables expression like

Conjecture (4.5). The time evolution of coherent states can be written as

xzf |e´itH |ziy “
ż

zp0q“zi

zptq“zf

Dµpzq exp

ˆ

´i

ż t

0
dτLpzpτq, 9zpτqq

˙

(1)

with

Lpz, 9zq “ hpz, zq ` is
ÿ

xPΓ

9zxzx ´ 9zxzx
1` |zx|2

. (2)

which looks roughly familiar to the path-integral expressions from ordinary QFT.

But there are critical differences in L which takes the role of a Lagrangian even

though it is not the result of a Legendre transformation but comes out of the defini-

tion of the (non-orthogonal) coherent states. Furthermore actually computing this

expression is a challenge, mostly because this is not a Gaussian integral. At the

very least, the expression of L can be used in a stationary phase method to get a

semi-classical approximation of the spin system, which is interesting in its own right.

Overview

In chapter one, we lay out briefly the mathematical background needed for an alge-

braic approach to quantum theories. That is we introduce C*-Algebras with their

states and representations and state some central results from their mathematical

theory. In chapter two we introduce the Haag-Kastler framework of algebraic quan-

tum field theory and discuss scattering theory and the LSZ reduction formula in

that framework. Chapter three finally sets up a general framework for lattice sys-

tems and then tries to repeat everything from chapter two in this new setting. This

culminates in the LSZ reduction formula for lattice systems, which is a new result

of this thesis.

Chapter four on path integrals for quantum spin systems is not mathematically

rigorous as everything before. It is more of a exploratory study on how to formulate

path integrals for spin systems which might help in evaluating formulas such as

the LSZ in concrete models. Lastly chapter five is on the Ising model and how to

integrate it into our framework as a basic example.
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1 Algebraic Setup

Usually, quantum theories are formulated using two mathematical constructs. First,

we have a Hilbert space which contains the possible states of the system. Second,

one needs to consider operators acting on this Hilbert space. In particular, self-

adjoint operators correspond to physical observables, as those precisely lead to real

(as in “non complex”) measurements. The idea of the “algebraic approach” is, to

turn this around. I.e. we start with the observables (or more precisely the algebra

they are contained in), and only later consider possible states (which as a whole do

not need to form a Hilbert space anymore). In and of itself, the operators we mostly

want to consider form a C*-algebra, the basic theory of which we will lay out in this

chapter. All of this can be found in standard literature like [21].

Definition 1.1 (C* Algebra). A (complex) C*-Algebra is a Banach Algebra A to-

gether with a anti-linear, anti-multiplicative, involutive map ˚ : A Ñ A such that

for all a P A it is

‖a˚a‖ “ ‖a‖2 (3)

The prime example of such an algebra is the space of bounded operators on a Hilbert

space BpHq. Therefore the algebra BpHq (and sub-algebras thereof) are sometimes

called “concrete C*-algebras”, in contrast to “abstract C*-Algebras” defined purely

by their axioms.

Definition 1.2 (States). Let A be a C*-Algebra.

1. A state is a linear functional ω : A Ñ C such that ‖ω‖ “ 1 and ωpa˚aq ě 0

for all a P A.

2. The set of all states is denoted as SpAq Ă A˚. It is convex and weak-*-compact,

iff A contains a unit.

3. For any representation π of A, we can build states using density matrices, i.e.

SπpAq “ ta ÞÑ trpρaq | 0 ď ρ “ ρ˚ ď 1 and trpρq “ 1u Ă SpAq (4)

Definition 1.3 (*-Representations). A representation of the C*-Algebra A is a *-

homomorphism π : AÑ BpHq.

1. π is unital if A contains an identity and πp1q “ 1

2. π is non-degenerate if πpaqv “ 0 @a P Añ v “ 0

3. π is faithful if it is injective.

4. π is cyclic if there is a vector ψ P H such that πpAqψ Ă H is dense.
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5. A subspace H1 Ă H is called invariant if for any operator a P H, it is πpaqH1 Ă
H1.

6. π is irreducible if for any closed subspace H 1 Ă H which is closed under the

action of πpAq, it

Note that any representation can be split into the direct sum of a non-degenerate

representation and a trivial zero-representation. Furthermore, any non-degenerate

representation is unital

Lemma 1.4. Let A be a C*-Algebra, a, b P A, ω be a state, π : A Ñ BpHq a

representation.

1. There is a net of elements 0 ď 1n ď 1 such that lim 1na “ lim a1n “ a

2. ωpa˚q “ ωpaq

3. Cauchy-Schwarz-Inequality: |ωpa˚bq|2 ď ωpa˚aqωpb˚bq

4. The representation is contracting (and thus continuous): ‖πpaq‖ ď ‖a‖

Theorem 1.5 (GNS construction). For any state ω on a C*-Algebra A, there is a

Hilbert space H, a representation π : A Ñ BpHq and a vector Ω P H such that for

all a P A

ωpaq “ xΩ|πpaqΩy H. (5)

Definition 1.6 (W* Algebra). A C* Algebra A is a W* Algebra (or von Neumann

Algebra) if, when viewed as a Banach space, it it the dual of some other Banach

space, which is called the predual of A, written as A˚.

Theorem 1.7 (Von Neumann Bicommutant Theorem). Let A Ă BpHq be a unital

*-Algebra. Then the closure of A in weak and strong topology is equal to A2.

Theorem 1.8 (by Sakai [21]). Let A Ă BpHq be a C*-Algebra of bounded operators

on a Hilbert space. Then A is a W*-Algebra if and only if 1 P A and A2 “ A.

Example 1.9. BpHq itself is a W*-Algebra. Its predual consists of the trace class

operators ρ P S1pHq with the prescription

‖ρ‖S1
“ trp|ρ|q (6)

ρpAq “ trpρAq @A P A (7)

Note that the dual of BpHq is strictly larger than its predual.
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2 Haag-Ruelle Scattering Theory in QFT

2.1 Haag-Kastler Axioms

In this work we will use the so called algebraic approach to local quantum field theory.

Two things in this description need explanation. First, “algebraic approach” means

that we start with the observables of the system we wish to study, and not - as is

common in conventional quantum mechanics - with the states of the system. And

these observables should be part of a ˚-algebra. States only enter the picture in the

second step as a dual space, or even later when we choose specific representations

of the abstract algebra. One advantage of this approach is that all observables are

bounded operators, which is a technical simplification. Some unbounded operators

will be discussed, but only as part of a representation on some concrete Hilbert

space. They are not part of the actual observable algebra.

The second term that should be explained is “local”. This means we do not attempt

to describe observables located in the whole infinite space-time. Instead we start at

bounded sub-regions of space time, and consider operators which are in some sense

located in that region. And even if one takes the limit of such operators located

in increasingly large regions, it is not possible to construct truly global operators.

Their influence at space-time points outside some region will always be small in a

sufficiently strong sense. Now we will formalize this idea of local operator algebras.

Definition 2.1 (Haag-Kastler Net). Let

1. A be a C*-Algebra

2. ApOq Ă A be a W*-algebra for any open, bounded region of space-time O Ă
Rd`1

3. a group of automorphisms isomorphic to the connected part of the Poincaré

group α : P0 Ñ AutA

This is called a Haag-Kastler net if the following conditions are met

1. Isotony: If we have two space-time regions, one inside the other, the algebra

of the smaller region should be contained in that of the larger one. I.e. if

O1 Ă O2 Ă Rd`1, it should be ApO1q Ă ApO2q

2. Totality: The whole algebra is simply the completion (in norm topology) of all

local algebras:

A “ Aloc

where

Aloc “
ď

O
ApOq

is the (incomplete) algebra of strictly local observables.
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3. Locality: If the two regions O1,O2 Ă Rd`1 are separated by space-like distances,

their local algebras should commute, i.e.

rApO1q,ApO2qs “ t0u

4. Covariance: The automorphism α should respect the local structure of algebras.

αgpApOqq “ Apg ¨Oq

Note that it is actually possible to start with only the local algebras, and take the

axiom of totality as the definition of the whole observable algebra, in the sense

of an inductive limit of C*-algebras. Secondly note that we do not require the

whole algebra to be W*. If we did that (by taking a weak closure for example),

the algebra would contain many more non-local elements, which our goal was to

avoid. Requiring norm-closedness by the definition of a C*-algebra is in this sense

a compromise between nice mathematical properties of A and its “localness”.

Now the main tool to study such an algebra are representations. This is the first

step to get from an abstract observable algebra to much more concrete and familiar

physical objects. We will be using the usual convention in relativistic theories to

denote d-dimensional spatial vectors with in boldface, and d`1-dimensional vectors

in normal font, i.e. x “ pt,xq for position and p “ pE,pq for energy-momentum.

Definition 2.2 (Vacuum representation). Let pA, αq be a Haag-Kastler net. A rep-

resentation π : A Ñ BpHq is called vacuum representation if α is unitarily and

strongly continuously implemented with translation generators H and P1 . . . Pd. These

generators commute, so we can define their joint spectrum SppH,P q, which will be

called “EM spectrum” from now on. Furthermore we assume

1. Stability: The EM spectrum is contained inside the future light cone V` “

tpE,pq P Rd`1 | E ě ‖p‖u.

2. Uniqueness of vacuum: There is a unique (up to a phase factor) translation

invariant unit vector, called the vacuum Ω P H.

3. Irreducibility: π is an irreducible representation.

In order to define one-particle states and corresponding creation operators (see def-

inition 2.12), we will also need the following assumption.

4 Mass Shell: The EM spectrum can be written as a disjoint union of three closed

sets SppH,P q “ t0u YHm YG where

• 0 is an isolated eigenvalue (corresponding to the vacuum Ω)

• Hm is the graph of the dispersion relation ωppq “
a

p2 `m2 with m ą 0.

• G is a subset of tpE,pq | E ě
a

p2 ` p2mq2u
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Figure 1: the EM spectrum

Note that the form of the dispersion relation is actually already fixed by the prop-

erties of the Poincaré group. Though a general theory may contain more than one

mass-shell with different m.

It is well possible to study the “massless” m “ 0 case [10], but then the mass-

shell Hm is separated from neither the vacuum nor the “multi-particle” spectrum

G, which makes the construction of creation operators somewhat harder [8].

2.2 Almost Local Observables and EM Transfer

Definition 2.3 (translation and smearing of operators). Let B P A be an observable

and f P SpRd`1q be a Schwartz function. Then we can define the smeared operator

Bpfq as

Bpfq “

ż

dd`1xfpxqBpxq P A (8)

with Bpxq “ αxpBq (9)

understanding that the integral only converges in weak topology.

Lemma 2.4. For any observable B P A and function f P §pRd`1q, it is Bpfq P A.

Proof. Let B1 P Aloc and f 1 P C80 such that ‖B ´ B1‖ ď ε and ‖f ´ f 1‖1 ď ε. The

local algebras are weakly-closed (von Neumann bicommutant theorem), so B1pf 1q P

Aloc. Furthermore we can estimate∥∥B1pf 1q ´Bpfq∥∥ ď ∥∥B1pf 1q ´B1pfq∥∥ ` ∥∥B1pfq ´Bpfq∥∥ (10)

ď
∥∥B1∥∥∥∥f 1 ´ f∥∥1 ` ‖f‖1

∥∥B1 ´B∥∥ (11)

ď const ¨ ε, (12)

so Bpfq P A by norm-closedness of the whole algebra A. �
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Now that we know how to convolute (or “smear”) an operator with a function, we

are tempted to do some Fourier transform by trying to compute expressions like

Bpeikxq. The problem is that this operation transforms a strictly local operator

into a global one, which we do not want. Therefore we will introduce an algebra

of “almost-local” operators, which lies between A and Aloc, which is closed under

smearing with Schwartz functions. Note that this is a very similar situation to

basic analysis, where we note that the Fourier transform of a function with compact

support will never have compact support. Therefore the class of Schwartz functions

is introduced as a compromise between compact support and arbitrary support.

Definition 2.5 (Region Extension). Let O Ă Rd`1 be a region of space-time. Then

for any r P R we define the extended region Oprq as

Oprq “ tx P R | dpx,Oq ă ru

Definition 2.6 (Almost local observables). B P A is almost-local if for some open,

bounded region of space-time O there is a sequence Br P ApOprqq such that

‖Br ´B‖ P Opr´8q (13)

where Opr´8q means decreasing faster than any polynomial in r.

This definition means that the localization region of an almost-local observable might

be unbounded, but its influence at distant points decreases rapidly. This is very

similar to the decay-properties of Schwartz functions. In fact this new algebra of

almost local observables is closed under convolution with Schwartz functions (which

Aloc was not), and the commutator of space-like separated observables decays faster

than is the case for arbitrary operators from A:

Lemma 2.7. Let B,C P Aa´loc. Then

1. αgpBq P Aa´loc for any g P P0 in the Poincaré group.

2. Bpfq P Aa´loc for any Schwartz function f P SpRd`1q.

3. ‖rB,Cptxqs‖ P Opt´8q if x P Rd`1 is a space-like vector.

Proof. ad (1): trivial

ad (2): As f is a Schwartz function, we can take a sequence of functions fr P SpRd`1q
such that fr is supported in a ball of radius r, and ‖fr ´ f‖1 P Opr´8q.
Then for any Br P ApOprqq it is Brpfrq P ApOp2rqq, and we can estimate

‖Brpfrq ´Bpfq‖ ď ‖Brpfrq ´Brpfq‖ ` ‖Brpfq ´Bpfq‖ (14)

ď ‖Br‖‖fr ´ f‖1 ` ‖f‖1‖Br ´B‖ P Opr´8q (15)

Note in particular that Br converges to B in norm, so in particular ‖Br‖ is bounded

by some number independent of r.
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ad (3): We can estimate

‖rB,Cptxqs‖ ď ‖rBr, Crptxqs‖ `Opr´8q. (16)

Now choose r “ εt with constant ε ą 0 so small that the (anti-)commutator vanishes

completely. �

Definition 2.8 (Arveson spectrum). The energy-momentum transfer of an operator

B P A is

SpBα “ supp B̌ (17)

where B̌ppq “

ż

dd`1x

p2πqpd`1q{2
eip¨xBpxq (18)

is the inverse Fourier transform of Bpxq. Note that B̌ is only defined as a distribu-

tion.

Theorem 2.9 (EM transfer relation). Let E be the spectral projection of pH,P q and

∆ Ă SppH,P q be a measurable subset of the EM spectrum. Then

BEp∆q “ Ep∆` SpBαqBEp∆q

which is equivalent to saying that for any vector ψ P Ep∆qH, it holds

Bψ P Ep∆` SpBαqH

Proof. See [3]. �

It is worth noting that the EM spectrum of a strictly local observable will always

be unbounded, which makes the transfer relation useless for such operators. This is

the reason we had to introduce the almost-local observables.

2.3 Construction of Asymptotic States

In this section we construct so called asymptotic states, which should be understood

as scattering states. We do this by using the special form of the EM spectrum to

define creation and annihilation operators, which then allow to define n-particle

states. In this setting this is called Haag-Ruelle scattering theory [12][20].

Definition 2.10 (Wave-Packets). Let ĝ P C80 pR
dq be a smooth function with compact

support. Then the following solution to the Klein-Gordon equation pl `m2qg “ 0

is called a wave-packet.

gtpxq “

ż

ddp

p2πqd{2
ĝppq expp´iωppqt` ip ¨ xq (19)
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We define its velocity support as

V pgq “ t∇ωppq | p P supppĝqu. (20)

At first sight the definition of the velocity support might seem arbitrary, but it

can be easily explained: With the usual relativistic dispersion relation, we have

∇
a

p2 `m2 “
p?

p2`m2
which is precisely the velocity of a relativistic particle with

momentum p. In the quantum field theory setting we are interested in here, a wave-

packet can not be expected to have a sharply defined velocity. For that reason we

are talking about velocity support here as a range of velocities that occur inside the

wave packet gt.

The following lemma makes precise the idea of a finite propagation speed of such

packets, which further justifies the interpretation of V pgq as velocity.

Lemma 2.11. Let gt be a wave-packet velocity support V pgq. Let χV pgq be an smooth

approximate characteristic function of V pGq Ă Rd. I.e. let χ be 1 in the region V pgq,

and zero outside of a slightly larger open set. Then

ż

ddx
∣∣p1´ χV pgqpx{tqqgtpxq∣∣ P Opt´8q,

i.e. outside of the spatial region t ¨ V pgq, the wave-function gt is small.

Proof. See [19, corollary to theorem XI.14]. �

Now we are ready to define creation operators. The goal here is, that applying a

creation operator to the vacuum should result in a one-particle state. I.e. B˚Ω P

H1 “ EpHmqH. Using the EM transfer relation 2.9, this can be accomplished simply

by putting conditions on the Arveson spectrum of B˚.

Definition 2.12 (Creation Operators). An almost local observable B˚ P Aa´loc is

called a creation operator if

1. Its Arveson spectrum is compact and lies inside the forward light cone SpB˚α Ă

V`.

2. This spectrum only intersect with the mass-shell, not with the other parts of

the EM spectrum. I.e. SpB˚α X SppH,P q Ă Hm.

If we additionally have a wave-packet gt, we call the convoluted operator B˚t pgtq a

Haag-Ruelle creation operator. Note that it depends on a time-parameter t. The

convolution with gt is only spatial, i.e. d-dimensional.

Lastly an annihilation operator is simply defined as the adjoint of a creation oper-

ator. As these are all bounded operators, there are no questions about domains and

such.
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Example 2.13. One way to explicitly construct a HR creation operator is to start

from an arbitrary strictly local operator B˚0 P Aloc and convolute it with a Schwartz

function f P SpRd`1q. We can calculate

B˚0 pfqppq “

ż

dd`1x dd`1y

p2πqpd`1q{2
eip¨xfpyqB˚0 px` yq (21)

“

ż

dd`1x dd`1y

p2πqpd`1q{2
eip¨x´ipyfpyqB˚0 pxq (22)

“

ż

dd`1x e´ip¨xf̂ppqB˚0 pxq (23)

“ p2πqpd`1q{2f̂ppqB̂˚0 ppq (24)

So by choosing f such that f̂ has compact support around the mass shell, B˚ “ B˚0 pfq

will have the desired Arveson spectrum, and according to lemma 2.7 it is almost local.

Note however that in order to get something non-trivial (i.e. B˚Ω ‰ 0), we need to

start from a sufficiently non-trivial B˚0 .

Note that using this construction, an actual creation operator B˚t pgtq includes two

convolutions. One with f P SpRd`1q and one with gt P SpRdq.

Lemma 2.14. Let B˚t pgtq, C
˚
t pftq, D

˚
t phtq be a creation operator. Then

1. The action on the vacuum is independent of t:

BtpB
˚
t pgtqΩq “ 0 (25)

2. If the velocity supports V pfq and V pgq are disjoint (and V phq is arbitrary),

the following commutators vanish asymptotically:

‖rB˚t pgtq, C˚t pftqs‖ P Opt´8q (26)

‖rB˚t pgtq, rC˚t pftq, D˚t phtqss‖ P Opt´8q (27)

‖rBtB˚t pgtq, C˚t pftqs‖ P Opt´8q (28)

These bounds stay valid if some or all of the creation operators are replaced

with annihilation operators.

3. The adjoint of a creation operator annihilates the vacuum (so calling it an

annihilation operator is justified):

BtpḡtqΩ “ 0 (29)

(The bar simply denotes complex conjugation here)
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4. Acting with both a creation and an annihilation operator on the vacuum results

again in a multiple of the vacuum state

BtpḡtqC
˚
t pftqΩ “ ΩxΩ|BtpḡtqC˚t pftq|Ωy (30)

Proof. ad (1):

BtB
˚
t pgtqΩ “ Bt

ż

ddx gtpxqB
˚
t pxqΩ (31)

“ Bt

ż

ddx

ż

ddp

p2πqd{2
ĝppq expp´iωppqt` ip ¨ xqUpt,xqB˚Ω (32)

“ Btp2πq
d{2ĝpP q expp´iωpP qt` iP ¨ xqUpt,xqB˚Ω (33)

“ p2πqd{2ĝpP q expp´iωpP qt` iP ¨ xqUpt,xqp´iωpP q ` iHqB˚Ω (34)

Now B˚Ω P EpHmqH, so ωpP qB˚Ω “ HB˚Ω, so the expression vanishes.

ad (2):

‖rB˚t pgtq, C˚t pftqs‖ “
∥∥∥∥ĳ ddx ddy gtpxqftpyq rB

˚
pt,xq, C˚pt,yqs

∥∥∥∥ (35)

ď

ĳ

ddx ddy |gtpxq||ftpyq| ‖rB˚pxq, C˚pyqs‖ (36)

Now let k P N be arbitrary. Then by almost-locality of B˚ and C˚, there is a

constant ck (independent of t) such that

‖rB˚t pgtq, C˚t pftqs‖ ď
ĳ

ddx ddy |gtpxq||ftpyq|
ck

‖x´ y‖k
(37)

“ t2d´k
ĳ

ddv ddw |gtpvtq||ftpwtq|
ck

‖v ´w‖k
(38)

Now let Ṽ pgq and Ṽ pfq be disjoint open sets that contain the velocity supports

V pgq and V pfq. By lemma 2.11, we know that for v R Ṽ pgq, the integral vanishes

as Opt´8q, and similarly for w R Ṽ pfq. Thus we can estimate

‖rB˚t pgtq, C˚t pftqs‖ ď t2d´k
ż

Ṽ pgq
ddv

ż

Ṽ pfq
ddw |gtpvtq||ftpwtq|

ck
‖v ´w‖k

`Opt´8q

(39)

ď
ck

distpṼ pgq, Ṽ pfqqk
t2d´k

ż

Ṽ pgq
ddv

ż

Ṽ pfq
ddw |gtpvtq||ftpwtq| `Opt´8q

(40)

ď
ck‖gt‖1‖ft‖1

distpṼ pgq, Ṽ pfqqk
t´k `Opt´8q “ Opt´kq (41)

As k was arbitrary, this proves the first asymptotic bound.
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For the second equation split h “ h1 ` h2, such that V ph1q is disjoint from V pgq

and V ph2q is disjoint from V pfq, Then you can use the Jacobi identity to split the

double-commutator into two. Using the previous bound twice, the second bound

follows.

For the third equation we can write

BtBtpgtq “ Btp 9gtq ` 9Btpgtq (42)

And note that 9gt is again a KG-solution, and 9B˚ is again a creation operator.

Therefore both term are HR-creation operators and we can use (2).

ad (3): This is a direct result of the EM transfer relation (lemma 2.9): SpBα “

´SpB˚α, so the Arveson spectrum of an annihilation operator is contained in the

past light cone. And by assumption, the EM spectrum is fully contained in the

future light-cone.

ad (4): Again, this follows directly from the transfer relation and the specific form

of the EM spectrum. �

Definition 2.15 (In-/Outgoing states). For one particle states ψi “ B˚i,tpgi,tqΩ, we

define the asymptotic outgoing n-particle state as

ψ1 ˆout . . .ˆout ψn “ lim
tÑ8

B˚1,tpg1,tq . . . B
˚
n,tpgn,tqΩ (43)

and similarly the asymptotic ingoing state

ψ1 ˆin . . .ˆin ψn “ lim
tÑ´8

B˚1,tpg1,tq . . . B
˚
n,tpgn,tqΩ (44)

In order for this notation to make sense we need to verify:

1. The limit converges.

2. It is symmetric under permutation.

3. It does not depend on B˚i or gi, but only on ψi.

Proof. We will only consider the outgoing states now, as the ingoing are completely

analogous.

ad (1): We define Ψt “ B˚1,tpg1,tq . . . B
˚
n,tpgn,tqΩ and show that the derivative w.r.t.

to t goes to 0 sufficiently fast so that the limit must exist

BtΨt “
ÿ

k

B˚1,tpg1,tq . . . pBtB
˚
k,tpgk,tqq . . . B

˚
n,tpgn,tqΩ (45)

“

n
ÿ

k“1

n
ÿ

i“k`1

B˚1,tpg1,tq . . . rpBtB
˚
k,tpgk,tqq, B

˚
i,tpgi,tqs . . . B

˚
n,tpgn,tqΩ (46)

`

n
ÿ

k“1

B˚1,tpg1,tq . . . B
˚
n,tpgn,tq pBtB

˚
k,tpgk,tqqΩ

looooooomooooooon

“0

(47)
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Now the commutators go to zero sufficiently fast (lemma 2.14) so that we can esti-

mate

‖BtΨt‖ ď
n
ÿ

k“1

n
ÿ

i“k`1

∥∥B˚1,tpg1,tq∥∥
looooomooooon

POptd{2q

. . .
∥∥rpBtB˚k,tpgk,tqq, B˚i,tpgi,tqs∥∥
loooooooooooooooomoooooooooooooooon

POpt´8q

. . .
∥∥B˚n,tpgn,tq∥∥
loooooomoooooon

POptd{2q

(48)

P Optpn´2qd{2q
ÿ

i‰j

Opt´8q “ Opt´8q (49)

I.e. the derivative BtΨt tends to zero faster than any polynomial. This implies the

existence of the tÑ 8 limit by the Cook’s method.

ad (2): By 2.14, the creation operators B˚k,tpgk,tq commute in the limit tÑ 8.

ad (3): By equation (25) the parameter t in the right-most creation operator is

irrelevant, so clearly the asymptotic state can only depend on ψn and not on B˚n
and gn. But according to (2) the whole expression is symmetric under permutation,

so it cannot depend on any B˚i or gi, but only on the one particle states ψi. �

The next step now is to analyze the structure of these asymptotic states. In partic-

ular, we need to compute the scalar product between two ingoing (or two outgoing)

states, which will establish a Fock space structure. This enables us to define the

wave operators and finally the scattering operator.

Lemma 2.16. Let B1
˚
1,tpg

1
1,tq, . . . , B

1˚
n,tpg

1
n1,tq be creation operators and Btpḡtq an an-

nihilation operator. Let the velocity supports of V pg1iq be disjoint and V pgq arbitrary.

Then

lim
tÑ˘8

BtpḡtqB
1˚

1,tpg
1
1,tq . . . B

1˚

n,tpg
1
n,tq|Ωy (50)

“ lim
tÑ˘8

n
ÿ

k“1

B1
˚

1,tpg
1
1,tq . . .

{B1˚k,tpgk,tq . . . B
1˚

n,tpg
1
n,tq|ΩyxΩ|BtpḡtqB1

˚

k,tpg
1
k,tq|Ωy (51)

where the big hat denotes omission of the k’th creation operator.

Proof. We simply start at the left hand side and move the annihilation operator all

the way to the right, introducing a bunch of commutators

l.h.s. “ lim
tÑ˘8

n1
ÿ

k“1

B1
˚

1,tpg
1
1,tq . . . rB1,tpḡ1,tq, B

1˚

k,tpg
1
k,tqs . . . B

1˚

n,tpg
1
n1,tq|Ωy (52)

These commutators now can be moved all the way to the right, without introducing

new double-commutators, as those vanish in the tÑ ˘8 limit according to lemma
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2.14.2. Secondly, we can use lemma 2.14.3 and 2.14.4 to compute

l.h.s. “ lim
tÑ˘8

n
ÿ

k“1

B1
˚

1,tpg
1
1,tq . . . B

1˚

n,tpg
1
n1,tqrB1,tpḡ1,tq, B

1˚

k,tpg
1
k,tqs|Ωy (53)

“ lim
tÑ˘8

n1
ÿ

k“1

B1
˚

1,tpg
1
1,tq . . . B

1˚

n,tpg
1
n,tqB1,tpḡ1,tqB

1˚

k,tpg
1
k,tq|Ωy (54)

“ lim
tÑ˘8

n1
ÿ

k“1

B1
˚

1,tpg
1
1,tq . . . B

1˚

n,tpg
1
n,tq|ΩyxΩ|B1,tpḡ1,tqB

1˚

k,tpg
1
k,tq|Ωy (55)

�

Corollary 2.17. The scalar product between two outgoing (or two ingoing) states can

be reduced to the scalar product between their respective one-particle states. (This

motivates calling them asymptotically free).

@

ψ1 ˆout . . .ˆout ψn
ˇ

ˇψ11 ˆout . . .ˆout ψ
1
n1
D

“ δnn1
ÿ

π

ź

i

@

ψi
ˇ

ˇψπpiq
D

(56)

Proof. First assume n “ n1 and write the scalar product of states using their creation

operators:

@

Ψ
ˇ

ˇΨ 1
D

“ lim
tÑ8

@

Ω
ˇ

ˇBn,tpḡn,tq . . . B1,tpḡ1,tqB
1˚

1,tpg
1
1,tq . . . B

1˚

n,tpg
1
n,tqΩ

D

(57)

Now we simply use lemma 2.16 to get rid of the right most annihilation operator

B1. By induction we arrive at the right hand side expression.

If on the other hand n ‰ n1, we will at some point encounter a vacuum expectation

value of only creation- or only annihilation operators, which is zero. �

Definition 2.18 (Asymptotic Completeness). A model is called asymptotically com-

plete if the in/out-going n-particle states are dense in the whole state space.

Note that while it is relatively easy to show that the one particle states B˚t pgtqΩ

are dense in the one particle Hilbert space, there are only very few models which

are known to be asymptotically complete even in the multi-particle space[11]. This

might be a desirable property because it means that the whole structure of the

model can be understood by the scattering matrix (which will be defined in the

next chapter).

2.4 Scattering Matrix and LSZ Reduction

The goal of finding asymptotic ingoing and outgoing states was of course not to

establish their respective structure (which is trivial as we just proved), but to analyze

the interaction between ingoing and outgoing states. This idea is captured in the

scattering matrix.
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Definition 2.19 (Scattering matrix). Let ψ1, . . . , ψn and ψ11, . . . , ψ
1
n1 be one-particle

states. Then the scattering matrix element

Spψ1, . . . , ψn;ψ11, . . . , ψ
1
n1q “

@

ψ1 ˆout . . .ˆout ψn
ˇ

ˇψ11 ˆin . . .ˆin ψ
1
n1
D

(58)

describes the amplitude of an n1 to n particle scattering process.

Remark 2.20. This very direct definition does not really explain why we would call

this object a scattering matrix (or scattering operator). This comes from a slightly

more involved approach using wave operators, which we will briefly explain now. Let

Hm “ EpHmq Ă H be the one-particle state. Then we can easily construct the

symmetric Fock space

FpHmq “ ‘8n“0 bni“1 Hm

with creation and annihilation operators a˚pψq and apψq for ψ P Hm and vacuum

state ΩF . Because of corollary 2.17 we can define the unitary wave operators

Wout : FpHmq Ñ H (59)

a˚pψ1q . . . a
˚
pψnqΩF ÞÑ ψ1 ˆout . . .ˆout ψn (60)

and similarly for Win. Then the scattering matrix S “ pWoutq
˚Win actually is an

operator on the Fock space.

The definition of the scattering matrix as it stands looks very reasonable at first,

because it directly relates to the transition amplitude of a process one might expect

to measure in an experiment. But in practice it is often more natural to work with

the connected part of this quantity. This means subtracting from the n-particle

scattering process all contributions from “lower order” scatterings of subsets of the

particles. This is analogous to only considering connected Feynman diagrams in a

perturbative approach to QFT. But before precisely define this we need some new

notation to keep the formulas somewhat concise.

Notation 2.21.

1. Motivated by the interpretation of the scattering matrix as operator on the Fock

space, we introduce notation for the identity operator on that Fock space as

1pψ1, . . . , ψn;ψ11, . . . , ψ
1
n1q “ δnn1

ÿ

π

ź

i

A

ψi

ˇ

ˇ

ˇ
ψ1πpiq

E

(61)

which is precisely the r.h.s. of corollary 2.17.

2. Let the one-particle states ψ1, . . . , ψn and ψ11, . . . , ψ
1
n1 be fixed. Then for any

A “ ti1, . . . , iku Ă t1, . . . , nu and A1 “ ti11, . . . , i
1
k1u Ă t1, . . . , n1u we denote
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with SpA;A1q the scattering matrix element.

SpA;A1q “ Spψi1 , . . . , ψik ;ψ
1
i11
, . . . , ψ1i1

k1
q. (62)

Similar notation will be used for other matrices, like 1pA;A1q and ScpA;A1q

(defined below).

As a quick exercise to get familiar with 1 and also the new notation, we prove the

following purely combinatorical lemma, which we will need at a much later stage.

Lemma 2.22 (Combinatorical Lemma). Let A,A1 be fixed index sets. Then

ÿ

MĂA
M 1
ĂA1

p´1q|M |1pM ;M 1
q1pAzM ;A1zM 1

q “

#

1 A “ A1 “ H

0 else
(63)

Proof. First note that everything is zero unless |A| “ |A1| and |M | “ |M 1|, simply

by the definition of 1. Now let us split the sum with respect to the size of M .

|A|
ÿ

k“0

p´1qk
ÿ

MĂA
M 1
ĂA1

|M |“|M 1|“k

1pM ;M 1
q1pAzM ;A1zM 1

q (64)

Now consider the definition of 1pM ;M 1q: It is a sum over all possible pairings of

indices in M with indices in M 1. Similar for 1pAzM ;A1zM 1q. This means that in

(64), there is a sum over pairings of all indices in A with all indices in A1, but only

those which obey the partition of A “M Y pAzMq. Now we note that there is also

a sum over all such partitions. Therefore, eventually, all pairings of A with A1 will

arise. And the sum over all pairings can then be written as 1pA;A1q. So the left

hand side is equal to

|A|
ÿ

k“0

p´1qk
ˆ

|A|
k

˙

1pA;A1q. (65)

Where the binomial coefficient comes from the fact that a single pairing will satisfy

more than one partition. More precisely, there are
`|A|
k

˘

choices for M . And given a

full A,A1 pairing, this fixes M 1 uniquely. Now we can use the well-known formula

n
ÿ

k“0

p´1qk
ˆ

n

k

˙

“

#

1 if n “ 0

0 else
(66)

to prove the lemma.

�
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Definition 2.23 (Connected Part of the Scattering matrix). The connected part of

the scattering matrix is

Scpψ1, . . . , ψn;ψ11, . . . , ψ
1
n1q “

ÿ

k

ÿ

tAiu
tA1iu

p´1qk`1pk ´ 1q!
k
ź

i“1

SpAi;A
1
iq (67)

Where the second summation is over all partitions of I “ t1, . . . , nu and I 1 “

t1, . . . , n1u into k disjoint non-empty subsets A “ A1\. . .\Ak and A1 “ A11\. . .\A
1
k.

Remark 2.24.

1. The combinatorics naturally extends to the case n “ 0 using the usual conven-

tion that an empty sum is equal to zero, and an empty product is equal to one.

In fact we have Sc “ S “ 0 if either n “ 0 or n1 “ 0, and Sc “ S “ 1 if both

n “ n1 “ 0.

2. For n “ n1 “ 2, we get the expected

Scpψ1, ψ2;ψ
1
1, ψ

1
2q “ Spψ1, ψ2;ψ

1
1, ψ

1
2q ´ Spψ1;ψ

1
1qSpψ2;ψ

1
2q ´ Spψ1;ψ

1
2qSpψ2;ψ

1
1q

(68)

3. While the combinatorical prefactor in equation (67) might not be obvious, this

leads to the very nice inverse relation [2][eq. 5.75]

Spψ1, . . . , ψn;ψ11, . . . , ψ
1
n1q “

ÿ

k

ÿ

tAiu
tA1iu

k
ź

i“1

ScpAi;A
1
iq (69)

As a first try at scattering matrix calculations, we show that there is no “1 Ñ n”

scattering.

Lemma 2.25. Let n “ 1. Then

Spψ1;ψ
1
1, . . . , ψ

1
n1q “ Scpψ1;ψ

1
1, . . . , ψ

1
n1q “

#

xψ1|ψ
1
1y n1 “ 1

0 else
. (70)

A similar formula holds for n1 “ 1 of course.

Proof. The first equality is simply a combinatorical consequence of equation (67),

as for n “ 1, the only partition of t1u into non-empty subsets is the trivial one.

The second equation is a consequence of the Fock space structure of ingoing states

(lemma 2.17) and the fact that for a single particle, there is no difference between

ingoing and outgoing (see lemma 2.14). �
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Using the definition of the scattering matrix as scalar product is not very useful

for actual calculation because of the t Ñ ˘8 limits in the definition of asymptotic

states. Therefore we now develop the LSZ reduction formula (named after Lehmann,

Symanzik and Zimmermann) which essentially allows replacing the limits with time-

integrals. The price to pay for this is the introduction of a time-ordering operator,

which in ordinary quantum field theory is simply written as

T pAtpxq, Bupyqq “

#

AtpxqBupyq t ą u

BupyqAtpxq t ă u
(71)

This definition is obviously not continuous, so for a precise statement we have to

regularize it. In the end, the result does not depend on the details of the regular-

ization, but just for the sake of completeness we give one possible definition here

which is identical to the ordinary time ordering whenever all t are at least ε apart.

Definition 2.26 (Time-ordering). Let θε : R Ñ R be a regularized step function, i.e.

a smooth function such that θεpxq “ 0 for x ď ´ε and θεpxq “ 1 for x ě ε. Then we

can define a (regularized) time ordering of the operators Qiptiq as

TεpQ
1
pt1q, . . . , Q

n
ptnqq “

ÿ

πPSn

Qπp1qptπp1qq . . . Q
πpnq

ptπpnqq
ź

1ďiăjďn

θεptπpiq ´ tπpjqq

(72)

In a similar fashion to going from the full scattering matrix to its connected part,

we can introduce the “truncated” vacuum expectation value of a (time-ordered)

operator product.

Definition 2.27 (Truncated Expectation Value). For operators B1, . . . , Bn and space-

time points x1, . . . , xn, we define the truncated vacuum expectation value

xΩ|T pB1px1q . . . Bnpxnqq|ΩyT “
ÿ

k

p´1qk`1pk ´ 1q!
ÿ

tAiu

k
ź

i“1

xΩ|T pBAiq|Ωy (73)

where the second sum is over all partitions t1, . . . , nu “ A1 \ . . . \ Ak into non-

empty Ai. Also, for Ai “ tj1, . . . , jlu, we defined BAi “ Bj1pxj1q . . . Bjlpxjlq. The

order of operators does not matter as they are time-ordered anyway. Just as with

the connected scattering matrix this leads to the nice inverse relation

xΩ|T pB1px1q . . . Bnpxnqq|Ωy “
ÿ

k

ÿ

tAiu

k
ź

i“1

xΩ|T pBAiq|ΩyT (74)

Lemma 2.28 (lemma 5.7 in [2]). Let Ftpxq be a operator valued functions such that

1. Ftpxq is twice continuously differentiable in both x and t.
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2. ‖Ftpxq‖ grows at most polynomially in x for any fixed t.

3. There are operators Q, C1, and C2 such that for some time T

Ftpxq “

#

C1Qtpxq t ă ´T

QtpxqC2 t ą T
. (75)

where Qtpxq is just Q, translated by pt,xq.

Furthermore let g be a Klein-Gordon-solution, i.e. pl`m2qg “ 0, and assume that

gtpxq P Op|x|´8q for any fixed t. Then

ż

dt

ż

ddx gtpxqpl`m
2
qxΨ |Ftpxq|Ψ 1y

“ lim
tÑ´8

xΨ |C1Qt

´

ÐÑ
Bt gt

¯

|Ψ 1y ´ lim
tÑ8

xΨ |Qt
´

ÐÑ
Bt gt

¯

C2|Ψ 1y (76)

for any states Ψ, Ψ 1 for which the limits on the right side exist.

Proof. For the sake of brevity we omit the states Ψ, Ψ 1 in the following calculation.

But note that we are only interested in weak convergence of the integrals and limits

on specific vectors.

ż

dt

ż

ddx gtpxqpl`m
2
qFtpxq (77)

“

ż

dt

ż

ddx
´

gtpxq :Ftpxq ´ gtpxqp∆´m
2
qFtpxq

¯

(78)

PI
“

ż

dt

ż

ddx
´

gtpxq :Ftpxq ´ Ftpxqp∆´m
2
qgtpxq

¯

(79)

KG
“

ż

dt

ż

ddx
´

gtpxq :Ftpxq ´ :gtpxqFtpxq
¯

(80)

“

ż

dt

ż

ddx Bt

´

gtpxq 9Ftpxq ´ 9gtpxqFtpxq
¯

(81)

“ lim
tÑ8

ż

ddx
´

gtpxq 9Ftpxq ´ 9gtpxqFtpxq
¯

´ lim
tÑ´8

ż

ddx
´

gtpxq 9Ftpxq ´ 9gtpxqFtpxq
¯

(82)

“ lim
tÑ8

ż

ddx
´

gtpxq 9Qtpxq ´ 9gtpxqQtpxq
¯

C2

´ lim
tÑ´8

ż

ddx C1

´

gtpxq 9Qtpxq ´ 9gtpxqQtpxq
¯

(83)

“ lim
tÑ8

ż

ddx
´

gtpxq
ÐÑ
BtQtpxq

¯

C2 ´ lim
tÑ´8

ż

ddx C1

´

gtpxq
ÐÑ
BtQtpxq

¯

(84)

“ lim
tÑ´8

C1Qt

´

ÐÑ
Bt gt

¯

´ lim
tÑ8

Qt

´

ÐÑ
Bt gt

¯

C2 (85)

In the partial integration, boundary terms vanish because gtpxq P Op|x|´8q and
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Ftpxq grows at most polynomially in x for fixed t. Note that there is no such

assumption about growth in t, so partial integration w.r.t t is not possible. �

The goal of this lemma is of course to take as F some time-ordered operator-product,

and Qt “ B˚t some HR-creation operator. But looking at the formula, we got the

strange expression Qtp
ÐÑ
Bt gtq instead of the more familiar Qtpgtq. The next little

lemma shows that this is not a real problem, and in fact we can translate both

expressions into one another.

Lemma 2.29. Let g be a Klein-Gordon solution, i.e. (see definition 2.10)

gtpxq “

ż

ddp

p2πqd{2
ĝppq expp´iωppqt` ip ¨ xq (86)

for some ĝ P C80 pR
dq. Let f be another Klein-Gordon solution defined by

ftpxq “
i

2

ż

ddp

p2πqd{2
ĝppq

ωppq
expp´iωppqt` ip ¨ xq. (87)

Furthermore let B˚ be a HR-creation operator. Then

B˚t p
ÐÑ
Bt ftq “ B˚t p

9ftq ´ 9B˚t pftq (88)

is a creation operator which results in the same one particle state as the creation

operator B˚t pgtq, i.e.

lim
tÑ˘8

B˚t p
ÐÑ
Bt ftqΩ “ lim

tÑ˘8
B˚t pgtqΩ. (89)

Note that the relation between f and g can be written as Btftpxq “
1
2gtpxq, and this

relation is invertible.

Proof.

lim
tÑ8

B˚t p
ÐÑ
Bt ftqΩ “ lim

tÑ8

´

B˚t p
9ftq ´ 9B˚t pftq

¯

Ω (90)

“ lim
tÑ8

´

2B˚t p
9ftq ´ BtpB

˚
t pftqq

¯

Ω (91)

2.14.1
“ lim

tÑ8
B˚t p2

9ftqΩ (92)

“ lim
tÑ8

B˚t pgtqΩ (93)

�

Now we are finally able to state and prove the LSZ reduction formula in its full

glory. At this point we will settle for the 2-particle case. The full n-particle formula

can be found in [2, theorem 5.8].
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Theorem 2.30 (LSZ Reduction Formula). The connected part of the scattering matrix

for a 2-particle scattering can be written as

Scpψ1, ψ2;ψ3, ψ4q “
ż

dt1 dt2 dt3 dt4

ż

ddx1 d
dx2 d

dx3 d
dx4 f1px1qf2px2qf3px3qf4px4q (94)

plx1 `m
2
qplx2 `m

2
qplx3 `m

2
qplx4 `m

2
qxΩ|T pB1px1qB2px2qB

˚
3 px3qB

˚
4 px4qq|ΩyT

where

1. ψi “ limtÑ8B
˚
i,tpgi,tqΩ are one particle states.

2. T is a (regularized) time ordering

3. The g’s and f ’s are related as in lemma 2.29.

4. The time integrals are to be performed after all spatial integrations.

Remark 2.31. It is interesting to note that the truncation on the right side does not

actually change the result in this 2-particle case. But we keep it here because for

the general n-particle case it is necessary. The truncation of S on the left is always

necessary.

Proof. First let us compute the right hand side without the truncation of the vacuum

expectation value. We note that the regularized time ordering fulfills all properties

of F in the previous lemma 2.28, so we can use it to successively remove all integrals.

First we apply it to the x3 and x4 and note that the second term of (76) vanishes

in both cases because a creation operator hits the vacuum from the right. Thus we

get

ż

dt1 dt2

ż

ddx1 d
dx2 f1px1qf2px2qplx1 `m

2
qplx2 `m

2
q

lim
tÑ8

xΩ|T pB1px1qB2px2qqB
˚
3,´tpg3,´tqB

˚
4,´tpg4,´tq|Ωy (95)

Now we want to apply the same lemma to the x1 and x2 integrations. But now both

terms of (76) actually contribute, so we end up with 4 terms. They are

lim
tÑ8

pxΩ|B1,´tpg1,´tqB2,´tpg2,´tqB
˚
3,´tpg3,´tqB

˚
4,´tpg4,´tq|Ωy

`xΩ|B2,tpg2,tqB1,tpg1,tqB
˚
3,´tpg3,´tqB

˚
4,´tpg4,´tq|Ωy

´xΩ|B1,tpg1,tqB2,´tpg2,´tqB
˚
3,´tpg3,´tqB

˚
4,´tpg4,´tq|Ωy

´xΩ|B2,tpg2,tqB1,´tpg1,´tqB
˚
3,´tpg3,´tqB

˚
4,´tpg4,´tq|Ωyq. (96)

Now we use the fact that the action of a creation operator on the vacuum is inde-

pendent of t to switch the sign of the first t in the 3’rd and 4’th line. Finally writing
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everything in the notation of asymptotic states gives us

xψ1 ˆin ψ2|ψ3 ˆin ψ4y ` xψ2 ˆout ψ1|ψ3 ˆin ψ4y

´ xψ1 ˆin ψ2|ψ3 ˆin ψ4y ´ xψ2 ˆin ψ1|ψ3 ˆin ψ4y (97)

“ Spψ1, ψ2;ψ3, ψ4q ´ Spψ1;ψ3qSpψ2;ψ4q ´ Spψ1;ψ4qSpψ2;ψ3q (98)

“ Scpψ1, ψ2;ψ3, ψ4q (99)

which is precisely the left side of the theorem.

Finally we need to handle the truncation of the vacuum expectation value and show

it does not change the result. According to lemma 2.25, the only additional terms

that could potentially contribute are those with exactly one in- and one outgoing

particle. For these we can do the same steps as before and compute

ż

dt1 dt3

ż

ddx1 d
dx3 f1px1qf3px3qplx1 `m

2
qplx3 `m

2
qxΩ|T pB1px1qB

˚
3 px3qq|Ωy

(100)

“

ż

dt1

ż

ddx1 f1px1qplx1 `m
2
qxΩ|B1px1qB

˚
3,´tpg3,´tq|Ωy (101)

“ xΩ|B1,´tpg1,´tqB
˚
3,´tpg3,´tq|Ωy ´ xΩ|B1,tpg1,tqB

˚
3,´tpg3,´tq|Ωy “ 0 (102)

�

Remark 2.32 (LSZ Reduction Formula in momentum space). Formally setting fipxq “
1

p2πqpd`1q{2 e
ipix as a plane wave, we obtain the LSZ reduction in momentum space.

Spp1, p2; p3, p4q “ ´pp
2
1 ´m

2
qpp22 ´m

2
qpp23 ´m

2
qpp24 ´m

2
qΓ pp1, p2;´p3,´p4q

(103)

where

Γ pp1, p2; p3, p4q “
1

p2πq2pd`1q

ż

dd`1x1

ż

dd`1x2

ż

dd`1x3

ż

dd`1x4 (104)

e´ip1x1e´ip2x2e´ip3x3e´ip4x4 xΩ|T pB2px2qB1px1qB
˚
3 px3qB

˚
4 px4qqΩy

(105)

is the Fourier transform of the correlation function. As plane waves are not Klein-

Gordon solutions, this should only be regarded as a symbolic expression and will not

be used further. We just mention it because in the QFT literature, this version is

more commonly found than the rigorous formula we are using.
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3 Lattice Systems

The previous chapter demonstrated how to establish scattering theory in continuous

space-time Rd`1. From now on we instead consider discretized space. This is done

by replacing Rd with Zd, while keeping time continuous and using Lieb-Robinson

bounds to construct the dynamics of the system. While many properties from the

Haag-Kastler setting have to be reconsidered, it turns out that enough structure is

left to establish the LSZ formula. In this section we mostly follow [4], though the

LSZ formula for lattice systems is a new result of this thesis.

As now the theory becomes non-relativistic, we abandon the relativistic notation of

space-time vectors like x “ pt,xq, and instead always write time t P R and lattice-

position x P Γ “ Zd separately.

3.1 Quasi-Local Algebra and the Global Dynamics

Definition 3.1 (Quasilocal algebra). Let Ax be a finite dimensional C*-algebra for

every x P Γ , where Γ will be called the lattice. For any finite subset Λ Ă Γ we

define the local algebra in Λ as

ApΛq “ bxPΛAx. (106)

If Λ1 Ă Λ2, there is a natural embedding ApΛ1q ãÑ ApΛ2q so we write ApΛ1q Ă

ApΛ2q and we can define the quasi-local algebra as norm-closure of the local ones.

Aloc “ YΛApΛq (107)

A “ Aloc (108)

Definition 3.2 (Interaction). A function Φ : PlocpΓ q Ñ A is a family of local inter-

actions if for any finite set Λ Ă Γ it holds

1. ΦpΛq P ApΛq

2. ΦpΛq is self-adjoint.

Then we can define a family of local Hamiltonians and corresponding local dynamics

as

HΛ “
ÿ

XĂΛ

ΦpXq (109)

τΛt pAq “ eitHΛAe´itHΛ (110)

Formally, the Hamiltonian of the whole system would be H “
ř

XĂΓ ΦpXq. But

in general this sum obviously does not converge, so a global Hamiltonian does not

exist. But using Lieb-Robinson bounds it is possible to construct a global dynamics

τt “ s-limΛÑΓ τ
Λ
t , at least for certain interactions which are “small” in the sense of

the following (somewhat technical) definition.
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Definition 3.3 (Norm of Interactions). Let d : Γ ˆ Γ Ñ R be a metric, and F : R Ñ
r0,8q a non-increasing function such that

1. ‖F‖ “ supxPΓ
ř

yPΓ F pdpx, yqq ă 8

2. C “ supx,yPΓ
ř

zPΓ
F pdpx,zqqF pdpy,zqq

F pdpx,yqq ă 8

Then for any λ ě 0 the function Fλpdq “ e´λdF pdq satisfies ‖Fλ‖ ď ‖F‖ and

Cλ ď C. Finally we define BλpΓ q as the set of interactions Φ satisfying

‖Φ‖λ “ sup
x,yPΓ

ÿ

ZQx,y

‖ΦpZq‖
Fλpdpx, yqq

ă 8 (111)

Example 3.4. As an elementary example one can choose Γ “ Zd as the regular

d-dimensional lattice with euclidean metric dpx, yq “ |x´y|. It is easy to verify that

the choice F pdq “ p1 ` dq´d´ε satisfies the conditions for any ε ą 0. Also, then we

have for translation invariant interactions

‖Φ‖λ “ sup
xPΓ

eλ|x|p1` |x|qd`ε
ÿ

ZQx,0

‖ΦpZq‖ (112)

It is clear by the definition of the quasi-local algebra, that for A P ApXq, B P ApY q
with AXB “ H,

rA,Bs “ 0. (113)

But when we evolve one of these operators in time, it becomes non-local. So even

for small times t and a large distance between X and Y , the commutator rτtpAq, Bs

will not vanish. In this sense the propagation speed of the theory is infinite. But

it turns out that outside of a propagation cone of a finite velocity, the commutator

becomes exponentially small. And this in turn can be used to prove the convergence

of the global dynamics.

Theorem 3.5 (2.1 in [17]). Let λ ě 0 and Λ Ă Γ be finite. Let Φ P BλpΓ q be an

interaction. Then for any pair of local observables A P ApXq, B P ApY q with finite

X, Y Ă Λ, we have

∥∥rτΛt pAq, Bs∥∥ ď 2‖A‖‖B‖Cλ,X,Y

#

e2‖Φ‖λCλ|t| ´ 1 dpX, Y q ą 0

e2‖Φ‖λCλ|t| else
(114)

where Cλ,X,Y “
1

Cλ

ÿ

xPX

ÿ

yPY

Fλpdpx, yqq (115)

Note in particular that for fixed A,B this bound is independent of Λ, so it also holds

in the limit ΛÑ Γ , once its existence is proved.
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Proof. Consider the function

fptq “ rτΛt pAq, Bs. (116)

Using its derivative

f 1ptq “ irτΛt prHΛ, Asq, Bs (117)

“ irτΛt prHX , Asq, Bs (118)

“ irτΛt pHXq, rτ
Λ
t pAq, Bss ` irrτ

Λ
t pHXq, Bs, τ

Λ
t pAqs (119)

“ irτΛt pHXq, fptqs ` irrτ
Λ
t pHXq, Bs, τ

Λ
t pAqs (120)

and noting that the first term of (120) is norm-preserving it can be estimated as

∥∥rτΛt pAq, Bs∥∥ ď ‖rA,Bs‖ ` 2‖A‖
ż t

0
ds

∥∥rτΛs pHXq, Bs
∥∥. (121)

Furthermore for any (finite) X Ă Γ , we consider the function

CBpX, tq “ sup
APApXq

‖rτΛt pAq, Bs‖
‖A‖

(122)

(123)

which can - using (121) - be recursively estimated as

CBpX, tq ď CBpX, 0q ` 2

ż t

0
ds

∥∥rτΛs pHXq, Bs
∥∥ (124)

ď CBpX, 0q ` 2
ÿ

ZĂΛ,ZXX‰H

ż t

0
ds

∥∥rτΛs pΦpZqq, Bs∥∥ (125)

ď CBpX, 0q ` 2
ÿ

ZĂΛ,ZXX‰H

‖ΦpZq‖
ż t

0
ds CBpZ, sq (126)
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This can be iterated to obtain

CBpX, tq ď CBpX, 0q ` 2
ÿ

ZĂΛ
ZXX‰H

‖ΦpZq‖
ż t

0
ds

´

CBpZ, 0q ` 2
ÿ

YĂΛ
YXZ‰H

‖ΦpY q‖
ż s

0
du CBpY, uq

¯

(127)

“ CBpX, 0q ` 2t
ÿ

ZĂΛ
ZXX‰H

‖ΦpZq‖CBpZ, 0q

` 4t
ÿ

ZĂΛ
ZXX‰H

‖ΦpZq‖
ÿ

YĂΛ
YXZ‰H

‖ΦpY q‖
ż t

0
ds CBpY, sq (128)

...

ď

8
ÿ

n“0

p2tqn
ÿ

Z1...ZnĂΛ
ZiXZi`1‰H

˜

n
ź

k“1

‖ΦpZnq‖

¸

CBpZn, 0q (129)

ď

8
ÿ

n“0

2‖B‖p2tqn
ÿ

Z1...ZnĂΛ
ZiXZi`1‰H

˜

n
ź

k“1

‖ΦpZkq‖

¸

looooooooooooooomooooooooooooooon

“an

(130)

Assuming Φ P BλpΓ q for some λ ě 0, this can be approximated as

an ď
ÿ

x0PX
x1...xn´1PΛ

xnPY

n
ź

k“1

ÿ

ZkPΛ
xk´1,xkPZk

‖ΦpZkq‖

loooooooooomoooooooooon

ď‖Φ‖λFλpdpxk´1,xkqq

(131)

ď ‖Φ‖nλ
ÿ

x0PX
x1...xn´1PΛ

xnPY

n
ź

k“1

Fλpdpxk´1, xkqq (132)

ď ‖Φ‖nλC
n´1
λ

ÿ

xPX

ÿ

yPY

Fλpdpx, yqq (133)

putting this back into the bound of CBpX, tq yields

CBpX, tq ď
8
ÿ

n“0

2‖B‖p2tqn‖Φ‖nλC
n´1
λ

ÿ

xPX

ÿ

yPY

Fλpdpx, yqq (134)

“
2‖B‖
Cλ

expp2t‖Φ‖λCλq
ÿ

xPX

ÿ

yPY

Fλpdpx, yqq (135)

which immediately gives the second version of the theorem (without the “´1”). For

the other version one can go back into the calculation and verify that the first term

of the exponential series vanishes (i.e. a0 “ 0) when dpX, Y q ą 0. �
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Corollary 3.6 (Lieb-Robinson Bound (equation 2.17 in [17])). For any interaction Φ

for which ‖Φ‖λ is finite for some λ ą 0, it is∥∥τΛt pAq, Bs∥∥ ď ‖A‖‖B‖2‖F‖
Cλ

minp|X|, |Y |q expp´λpdpX, Y q ´
2‖Φ‖λ
λ

tqq (136)

where vλ “
2‖Φ‖λ
λ is called the Lieb-Robinson velocity and can be viewed as the

(finite) propagation speed of the system.

Theorem 3.7 (Existance of Global Dynamics (theorem 2.2 in [17])). Let Φ P BλpΓ q be

an interaction. Then

τtpAq “ lim
ΛÑΓ

τΛt pAq (137)

converges for any A P A. In particular, τt is a strongly continuous group of auto-

morphisms on A.

Proof. Strictly local observables are by definition dense in the quasi-local algebra,

so w.l.o.g. we can assume that A P ApY q for some finite set Y Ă Γ . Then we show

that the expression on the right is a Cauchy net. For Λ1 Ă Λ2 we can calculate∥∥τΛ1

t pAq ´ τ
Λ2

t pAq
∥∥ “ ∥∥∥∥ż t

0
ds Bs

´

τΛ1
s ˝ τΛ2

t´spAq
¯

∥∥∥∥ (138)

“

∥∥∥∥ż t
0
ds τΛ1

s rHΛ1
´HΛ2

, τΛ2

t´spAqs

∥∥∥∥ (139)

“

ż t

0
ds

∥∥rHΛ2
´HΛ1

, τΛ2
s pAqs

∥∥ (140)

“
ÿ

XĂΛ2,XĆΛ1

ż t

0
ds

∥∥rΦpXq, τΛ2
s pAqs

∥∥. (141)

This can now be estimated using the Lieb-Robinson bounds and the fact that if

X Ć Λ1, there must be a point x P X that is not in Λ1.

∥∥τΛ1

t pAq ´ τ
Λ2

t pAq
∥∥ ď ÿ

xPΛ2zΛ1

ÿ

XQx

ż t

0
ds

∥∥rΦpXq, τΛ2
s pAqs

∥∥ (142)

ď 2‖A‖
ÿ

xPΛ2zΛ1

ÿ

XQx

‖ΦpXq‖Cλ,X,Y
ż t

0
ds expp2s‖Φ‖λCλq

(143)

ď
‖A‖
‖Φ‖λCλ

ÿ

xPΛ2zΛ1

ÿ

XQx

‖ΦpXq‖Cλ,X,Y pexpp2t‖Φ‖λCλq ´ 1q

(144)

(145)
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Now we plug in the definition of Cλ,X,Y to get∥∥τΛ1

t pAq ´ τ
Λ2

t pAq
∥∥ (146)

ď
‖A‖
‖Φ‖λC2

λ

pexpp2t‖Φ‖λCλq ´ 1q
ÿ

xPΛ2zΛ1

ÿ

XQx

‖ΦpXq‖
ÿ

zPX

ÿ

yPY

Fλpdpz, yqq (147)

“
‖A‖
‖Φ‖λC2

λ

pexpp2t‖Φ‖λCλq ´ 1q
ÿ

xPΛ2zΛ1

ÿ

zPΓ

ÿ

XQx,z

‖ΦpXq‖
ÿ

yPY

Fλpdpz, yqq (148)

ď
‖A‖
C2
λ

pexpp2t‖Φ‖λCλq ´ 1q
ÿ

xPΛ2zΛ1

ÿ

zPΓ

Fλpdpx, zqq
ÿ

yPY

Fλpdpz, yqq (149)

ď
‖A‖
Cλ

pexpp2t‖Φ‖λCλq ´ 1q
ÿ

xPΛ2zΛ1

ÿ

yPY

Fλpdpx, yqq (150)

Now the sum goes to zero for Λ1 Ñ Γ , because Fλ is uniformly integrable. Therefore

τΛt pAq is a Cauchy net in Λ so it converges in the closed algebra A. �

The Lieb-Robinson bound stated that the commutator of a time-evolved observable

and one located outside of its propagation cone is exponentially small. Another way

to formulate the finite propagation speed is to look for an approximate time-evolved

observable, with an exponentially small error, that is strictly contained inside its

propagation cone. So that this approximation exactly commutes with observables

outside. This idea is formulated in the following proposition.

Prop. 3.8 (Time evolution of local observables, prop C.2 of [4]). Let Λ Ă Γ be finite

and A P ApΛq be a local observable. Then for any ε ą 0 and t P R, there exists a

local observable At,ε P ApΛvλ|t|`εq with

‖τtpAq ´ At,ε‖ ď CpA, λqe´λε (151)

where λ, cλ are as in 3.6.

3.2 Vacuum Representation

From this point we will assume a regular lattice, i.e. Γ “ Zd with a translation-

invariant interaction, so that τt and τx commute.

Definition 3.9 (Vacuum Representation). Let ω be a state of the quasi-local algebra

A. Consider the GNS representation pH, π, Ωq of this state, and the (unitary) repre-

sentation Upt, xq of τt ˝τx. The subgroup of time-translations is strongly continuous,

so it has a generator H. This is called a vacuum representation of the algebra if

1. H is positive

2. ω ˝ τt “ ω “ ω ˝ τx for all t P R and x P Γ
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3. 0 is an isolated simple eigenvalue of H (corresponding to Ω)

Definition 3.10 (Spectrum). Let A,H, π, Ω, U be a vacuum representation. Then by

the Stone-Neumark-Ambrose-Godement theorem there is a spectral measure dP on

Rˆ Γ̂ such that

U pdqpxq “

ż

RˆΓ̂
eiEt´ipxdP pE, pq. (152)

Here Γ̂ is the d-dimensional torus of size 2π, which is the dual lattice (“momentum

space”) of Γ “ Zd. The spectrum of U now is

SpU “ supp dP (153)

Similar to the QFT case we can again use the group of space-time translation to

convolute elements of A with functions. Only this time we restrict ourselves to L1

functions.

Lemma 3.11. Let A P A, then

τ
pd`1q
f pAq “ p2πq´

d`1
2

ÿ

xPΓ

ż

dt τt,xpAqfpt, xq for f P L1
pRˆ Γ q (154)

τ
p1q
f pAq “ p2πq´

1
2

ż

dt τtpAqfptq for f P L1
pRq (155)

τ
pdq
f pAq “ p2πq´

d
2

ÿ

xPΓ

τxpAqfpxq for f P L1
pΓ q (156)

are again elements of the algebra.

Next we define the Arveson spectrum of an operator in order to formulate the

energy-momentum transfer relation.

Definition 3.12 (Arveson spectrum).

SpAτ “ supp Ǎ (157)

where ApE, pq “
ÿ

xPΓ

ż

dt eitE´ipxτt,xpAq (158)

is the (inverse) Fourier transform of Apt, xq “ τt,xpAq.

Note that for any f P L1pRˆ Γ q whose Fourier transform f̂ is supported outside if

SpAτ this implies τf pAq “ 0.



32 3 Lattice Systems

Lemma 3.13 (EM-transfer, proposition 3.6 in [4]). Let A P A, P be the spectral

projection as in 3.10, and ∆ Ă SpU be measurable, then

πpAqP p∆q “ P p∆` SpAτqπpAqP p∆q (159)

ψ P P p∆qHñ πpAqψ P P p∆` SpAτqH (160)

3.3 Almost Local Operators

Just like in the continuous case, it turns out that strictly local operators cannot

have a compact spectrum. So in order to find creation operators with localized

momentum we need to consider a slightly wider range of operators:

Definition 3.14. An operator A P A is said to be almost local if there is a sequence

of local operators An P ApXnq such that

‖A´ An‖ P OppdiamXnq
´8
q (161)

This class of operators is closed under convolution with Schwarz-functions, so we

state analogous to lemma 2.7 (though the proof in this case is somewhat more

involved):

Lemma 3.15. Let A,B P Aa´loc. Then

1. ‖rA, τxpBqs‖ P Op|x|´8q (x P Γ )

2. τt,xpAq P Aa´loc for any t P R, x P Γ

3. τf pAq P Aa´loc for any f P S1pRˆ Γ q

Proof. ad (1):

‖rA, τxpBqs‖ “ ‖rAn, τxpBnqs‖ `OppdiamXnq
´8
q (162)

And for sufficiently large x, the commutator vanishes.

ad (2): For purely spatial translations this is trivial, so we only need to consider

time evolution, i.e. x “ 0. As A is almost local we can take its local approximation

An P ApXnq. Then we use proposition 3.8 to get An,t,ε as an approximation of

τtpAnq. Setting ε “ diampXnq gives us

‖τtpAq ´ An,t,ε‖ ď ‖τtpAq ´ τtpAnq‖ ` ‖τtpAnq ´ An,t,ε‖ (163)

ď OpdiampXnq
´8
q ` const ¨ e´λε (164)

ď OpdiampXnq
´8
q (165)

Furthermore the approximation is localized as An,t,ε P ApX
vλ|t|`ε
n q, and

diampX
vλ|t|`ε
n q ď 2 diampXnq ` vλ|t| (166)
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So the domain is only linearly larger than the domain of An, which - renaming Xn

- proves the almost-locality of τtpAq.

ad (3): First assume A is strictly local, i.e. A P ApΛq for some finite Λ Ă Γ . Let

At,ε be as in proposition 3.8, and r ą 0 arbitrary. Then we find

τf pAq “

ż

dt
ÿ

xPΓ

τt,xpAqfpt, xq (167)

“

ż

|t|ďr
dt

ÿ

xPΓ,|x|ďr
τt,xpAqfpt, xq `Opr

´8
q (168)

“

ż

|t|ďr
dt

ÿ

xPΓ,|x|ďr
τxpAt,εqfpt, xq

looooooooooooooooooomooooooooooooooooooon

”Ã

`Opr´8q `Ope´λεq (169)

Note that Ã is a local observable with Ã P ApΛvλr`ε`r
looomooon

”Xr

q. So by choosing ε “ r we

found a Ar “ Ã P ApXrq with∥∥τf pAq ´ Ar∥∥ ď Opr´8q “ OpdiampXrq
´8
q (170)

so τf pAq is almost local.

Finally for general (almost local) observables A we can simply consider its local

approximation, because we always have the estimate∥∥τf pAq ´ τf pBq∥∥ ď ‖A´B‖‖f‖1 (171)

�

3.4 Construction of Asymptotic States

Before we can define asymptotic states, which contain n particles, we will need to

define one particle states and their creation operators. Just like in continuous QFT

we will need an isolated mass-shell in the spectrum of U which should be given

as the graph of a dispersion relation. Unlike QFT however we do not strive for a

relativistic theory, so we can allow a much wider range of dispersion relations than

just “ωppq “
a

p2 `m2”. Also, in a lattice system, the momentum p is bounded

by the inverse lattice size1. More precisely, ω : Γ̂ Ñ R where Γ̂ is the dual of the

lattice, i.e. a torus.

Definition 3.16 (Mass shell, One-particle space). Let pA, τq be a quasi-local algebra in

a vacuum representation. Let ∆ Ă Γ̂ be open and ω : ∆Ñ R be a smooth function.

Then h “ graphpωq Ă Γ̂ ˆR is called a mass-shell (and ω its dispersion relation) if

• h is contained in the spectrum h Ă SpU

1which implies an effective UV-cutoff, which is an important reason to consider lattice
systems in the first place
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• The set tp P ∆|D2ωppq “ 0u has measure zero, where D2ω is the Hessian

matrix of ω, i.e. its second derivative.

Additionally, if ph´ hq X SpU “ t0u the mass-shell is called pseudo relativistic.

With such a mass shell we define the one-particle space as Hω “ P phqH.

Note that in the QFT case, the pseudo-relativistic condition is equivalent to saying

that the difference of two time-like vectors is space-like or zero.

The next ingredient on our way to creation operators are the wave packets. This is

analogous to definition 2.10 with generalized dispersion relation

Definition 3.17 (wave packets). For any smooth function ĝ P C8pΓ̂ q we define its

wave-packet as

gtpxq “

ż

Γ̂

ddp

p2πqd{2
e´iωppqt`ip¨xĝppq (172)

and its velocity support as

V pgq “ t∇ωppq|p P supp ĝu (173)

Note that in contrast to the continuous case (definition 2.10), there is no explicit

restriction on the support of ĝ, because Γ̂ is compact anyway.

Definition 3.18 (Creation operators). Let B˚ P Aa´loc be an almost local observable

such that its Arveson spectrum SpB˚τ is compact and SpB˚τ X SpU Ă h for some

isolated mass-shell h. Then B˚ is a creation operator and

B˚t pgtq “ p2πq
´d{2

ÿ

xPΓ

τt,xpB
˚
qgtpxq (174)

is a Haag-Ruelle scattering operator, where gt is a wave packet for the dispersion

relation of h.

Next we prove some properties of these operators we would expect for bosonic cre-

ation, analogous to lemma 2.14

Lemma 3.19. Let B˚t pgtq and C˚t pgtq be HR-creation operators with disjoint velocity

supports. Then

1. BtB
˚
t pgtqΩ “ 0

2. ‖rB˚t pgtq, C˚t pftqs‖ P Opt´8q

3. ‖rB˚t pgtq, rC˚t pftq, D˚t phtqss‖ P Opt´8q

4. BtpgtqC
˚
t pftqΩ “ Ω xB˚t pgtqΩ|C

˚
t pftqΩy if the mass-shell is pseudo relativistic.

Proof. Same as in 2.14. Only that for (4) we need the explicit assumption that the

mass-shell is pseudo-relativistic, which was automatic in the QFT case. �
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Now we are ready to define asymptotic scattering states.

Definition 3.20 (Asymptotic states). For Ψi “ B˚i,tpgi,tqΩ be one particle states,

define

Ψ1 ˆout . . .ˆout Ψn “ Ψ` “ lim
tÑ8

B˚1,tpg1,tq . . . B
˚
n,tpgn,tqΩ (175)

The proof of existence of these asymptotic states is completely analogous to the

continuous case (2.15) and relies heavily on lemma 3.19. Therefore we skip it here.

The same goes for the following lemma (cf. lemma 2.16)

Lemma 3.21. Let B1
˚
1,tpg

1
1,tq, . . . , B

1˚
n,tpg

1
n1,tq be creation operators and Btpḡtq an an-

nihilation operator. Let the velocity supports of V pg1iq be disjoint and V pgq arbitrary.

Then

lim
tÑ˘8

BtpḡtqB
1˚

1,tpg
1
1,tq . . . B

1˚

n,tpg
1
n,tq|Ωy (176)

“ lim
tÑ˘8

n
ÿ

k“1

B1
˚

1,tpg
1
1,tq . . .

{B1˚k,tpgk,tq . . . B
1˚

n,tpg
1
n,tq|ΩyxΩ|BtpḡtqB1

˚

k,tpg
1
k,tq|Ωy (177)

where the big hat denotes omission of the k’th creation operator.

3.5 Scattering Matrix and LSZ Reduction

The goal if this work is to arrive at a LSZ reduction formula similar to theorem

2.30, but for the setting of a lattice system instead of continuous QFT. We already

defined wave-packets gtpxq for this system as well as creation operators and their

asymptotic states. Also by matter of analogy we can expect to simply replace the

spatial integrals if the LSZ formula by sums over the lattice. The only part missing

is the differential operator pl `m2q in the kernel of which the QFT-wave-packets

(i.e. “Klein-Gordon-solutions”) lie. In particular, our wave function here is only

defined on lattice sites, so we do not have spatial derivatives.

The obvious approach is to use a discrete gradient, like (for d “ 1)

f 1pxiq “
fpxi`1q ´ fpxi´1q

2h
`Oph2q (178)

where h is the lattice spacing. This formula is very common in numerical mathe-

matics. But in our setting there is no small parameter for lattice spacing. Also, we

want to arrive a a non-perturbative formula that is correct in all cases. Therefore

the solution we came up with is somewhat more involved.

Definition 3.22 (Lattice Gradient). The Lattice-Gradient is an operator defined as

∇̃ : L2
pΓ q Ñ L2

pΓ q (179)

∇̃g “ iF´1pFg (180)



36 3 Lattice Systems

where F : L2pΓ q Ñ L2pΓ̂ q is the Fourier transform, and p is the momentum-

multiplication operator where we fixed the Brillouin zone by identifying Γ̂ – r´π, πq.

Note that this lattice gradient is not a “local operator” in the following sense: For

the usual gradient acting on continuous functions, the value of p∇fqpxq only depends

on the values of f on an arbitrarily small neighborhood of x. For a lattice function

on the other hand, p∇̃fqpxq on one lattice point x P Γ really depends on the whole

function f . In a sense, this destroys a local interpretation of the theory.

Lemma 3.23 (Properties of the Lattice Gradient). Let ω be a dispersion relation. Let

gtpxq be a wave-packet as in 3.17, and let f : Rˆ Γ Ñ R be a function such that for

fixed t, ft P L
2pΓ q. Then

1. ω2p´i∇̃q is a bounded self-adjoint operator on L2pΓ q

2. pB2t ` ω
2p´i∇̃qqgtpxq “ 0

3.
ř

xPΓ gtpxqω
2p´i∇̃qftpxq “ ´

ř

xPΓ :gtpxqftpxq

Proof. ad (1): the Fourier transform F is unitary between L2pΓ q and L2pp´π, πqq,

and the multiplication operator p on L2pp´π, πqq is bounded and self-adjoint. There-

fore ´i∇̃ is also self-adjoint and bounded and by functional calculus, ω2p´i∇̃q is

well-defined.

ad (2): This is trivial by the definition of the wave-packet.

ad (3): Note that (2) in particular implies that :gt P L
2pΓ q for fixed t. Then this is

just a simple calculation
ÿ

xPΓ

gtpxqω
2
p´i∇̃qftpxq “

A

gt

ˇ

ˇ

ˇ
ω2
p´i∇̃qft

E

L2pΓ q (181)

“

A

ω2
p´i∇̃qgt

ˇ

ˇ

ˇ
ft

E

L2pΓ q (182)

“ ´
@

:gt
ˇ

ˇft
D

L2pΓ q (183)

“ ´
ÿ

xPΓ

:gtpxqftpxq (184)

�

Lemma 3.24 (Lattice version of 2.28). Let Ftpxq be an operator valued function (with

t P R and x P Γ ) such that

1. Ftpxq is twice continuously weakly differentiable in t.

2. For fixed t, ‖Ftpxq‖ grows at most polynomially in x.

3. There are operators Q, C1, and C2 such that for some time T

Ftpxq “

#

C1Qtpxq t ă ´T

QtpxqC2 t ą T
. (185)
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where Qtpxq is just Q, translated by pt, xq.

Furthermore let g be a wave-packet, i.e. pB2t ` ω
2p´i∇̃qqgtpxq “ 0. Then

ż

dt
ÿ

xPΓ

gtpxqpB
2
t ` ω

2
p´i∇̃qqxΨ |Ftpxq|Ψ 1y

“ lim
tÑ´8

xΨ |C1Qt

´

ÐÑ
Bt gt

¯

|Ψ 1y ´ lim
tÑ8

xΨ |Qt
´

ÐÑ
Bt gt

¯

C2|Ψ 1y (186)

for any states Ψ, Ψ 1 for which the limits on the right side exist.

Proof. For the sake of brevity we omit the states Ψ, Ψ 1 in the following calculation.

But note that we are only interested in weak convergence of the integrals and limits

on these specific vectors.
ż

dt
ÿ

xPΓ

gtpxqpB
2
t ` ω

2
p´i∇̃qqFtpxq (187)

“

ż

dt
ÿ

xPΓ

´

gtpxq :Ftpxq ` gtpxqω
2
p´i∇̃qFtpxq

¯

(188)

“
3.23

ż

dt
ÿ

xPΓ

´

gtpxq :Ftpxq ´ Ftpxq:gtpxq
¯

(189)

“

ż

dt
ÿ

xPΓ

Bt

´

gtpxq 9Ftpxq ´ 9gtpxqFtpxq
¯

(190)

“ lim
tÑ8

ÿ

xPΓ

´

gtpxq 9Ftpxq ´ 9gtpxqFtpxq
¯

´ lim
tÑ´8

ÿ

xPΓ

´

gtpxq 9Ftpxq ´ 9gtpxqFtpxq
¯

(191)

“ lim
tÑ8

ÿ

xPΓ

´

gtpxq 9Qtpxq ´ 9gtpxqQtpxq
¯

C2 ´ lim
tÑ´8

ÿ

xPΓ

C1

´

gtpxq 9Qtpxq ´ 9gtpxqQtpxq
¯

(192)

“ lim
tÑ8

ÿ

xPΓ

´

gtpxq
ÐÑ
BtQtpxq

¯

C2 ´ lim
tÑ´8

ÿ

xPΓ

C1

´

gtpxq
ÐÑ
BtQtpxq

¯

(193)

“ lim
tÑ´8

C1Qt

´

ÐÑ
Bt gt

¯

´ lim
tÑ8

Qt

´

ÐÑ
Bt gt

¯

C2 (194)

Note that lemma 3.23 can be used here because on a lattice any function gtpxq that

vanishes sufficiently fast for large x is in L2pΓ q (for fixed t). �

Theorem 3.25 (LSZ Reduction Formula for lattice systems). The connected part of

the scattering matrix for a n-particle scattering for n, n1 ě 2 can be written as

Scpψ1, . . . , ψn;ψ11, . . . , ψ
1
n1q “ p´1qn

ż

dt1 . . . dtn

ż

dt11 . . . dt
1
n1

ÿ

x1,...,xnPΓ
x11,...,x

1

n1PΓf1pt1, x1q . . . fnptn, xnqf
1
1pt
1
1, x

1
1q . . . f

1
npt

1
n1 , x

1
n1q (195)

K1 . . . Kn K
1
1 . . . K

1
n1xΩ|T pB1pt1, x1q . . . Bnptn, xnqB

1˚
1 pt

1
1, x

1
1q . . . B

1˚
n pt

1
n1 , x

1
n1qq|ΩyT
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where

1. ψi “ limtÑ8B
˚
i,tpgi,tqΩ and ψ1i “ limtÑ8B

1˚
i,tpg

1
i,tqΩ are one particle states.

2. T is a (regularized) time ordering

3. K are operators Ki “ pB
2
ti ` ω

2p´i∇̃iqq

4. The g’s and f ’s are related as in lemma 2.29.

Proof. This proof is split into three steps. First, we use the previous lemma to

remove all integrals from the right hand side of the formula. This yields a version of

the LSZ formula without any truncation. Secondly, this formula will be inverted by

purely combinatorical arguments (lemma 2.22). Third, we compare the result with

the definition of the connected scattering matrix (equation 69).

Step 1.

We define Rpψ1, . . . , ψn;ψ11, . . . , ψ
1
n1q as the right hand side of the equation without

the truncation of the vacuum expectation value, and start our calculation from there.

We note that our regularized time ordering fulfills all properties of F in the previous

lemma 3.24, so we can use it to successively remove all integrals from our expression

here. First we apply it to the x1 summation/integration and note that the second

term of (185) vanishes because a creation operator hits the vacuum from the right.

Therefore we get

R “p´1qn
ż

dt1 . . . dtn
ÿ

x1,...,xnPΓ

f1px1q . . . fnpxnqK1 . . . Kn

lim
tÑ8

xΩ|T pB1px1q . . . BnpxnqqB
1˚
1,´tpg

1
1,´tq . . . B

1˚
n,´tpg

1
n1,´tq|Ωy (196)

Now we want to apply the same lemma to all of the remaining x integrations/summations.

But now both terms of (76) actually contribute, so we end up with 2n terms. Noting

that the order of creation operators with the same sign does not matter in the t-limit

(lemma 2.14), we can write the result as

R “ lim
tÑ8

ÿ

M

p´1qn`|M |
xΩ|

ź

iPM

Bi,tpgi,tq
ź

jRM

Bj,´tpgj,´tq
n1
ź

k“1

B1˚k,´tpg
1
k,´tq|Ωy (197)

where the sum is over all subsets M Ă t1, . . . , nu. Now we need to deal with the

negative-time annihilation operators in the middle. Using lemma 3.21 we can write

this as
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R “ lim
tÑ8

ÿ

M
M 1

p´1qn`|M |
xΩ|

ź

iPM

Bi,tpgi,tq
ź

jPM 1

B1˚j,´tpg
1
j,´tq|Ωy

ˆ xΩ|
ź

lRM

Bl,´tpgl,´tq
ź

kRM 1

B1˚k,´tpg
1
k,´tq|Ωy (198)

“
ÿ

M
M 1

p´1qn`|M |
A

ˆ
out
iPMψi

ˇ

ˇ

ˇ
ˆ
in
jPM 1ψ1j

E A

ˆ
in
lRMψl

ˇ

ˇ

ˇ
ˆ
in
kRM 1ψ1k

E

(199)

“
ÿ

M
M 1

p´1q|M
c|SpM ;M 1

q1pM c;M 1c
q (200)

where the sum is over all subsets M Ă t1, . . . , nu and M 1 Ă t1, . . . , n1u, and M c

denotes the complement of the index set M . Writing this relation for arbitrary index

sets A,A1 we get

RpA;A1q “
ÿ

MĂA
M 1
ĂA1

p´1q|AzM |SpM ;M 1
q1pAzM ;A1zM 1

q (201)

(for the notations used here see 2.21).

Step 2.

Next, we can invert this relation between the (non-truncated) R and S. Keep in

mind that 1 is only non-zero if both its input sets have the same cardinality.

ÿ

MĂA
M 1
ĂA1

RpM ;M 1
q1pAzM ;A1zM 1

q (202)

“
ÿ

MĂA
M 1
ĂA1

ÿ

NĂM
N 1ĂM 1

p´1q|MzN |SpN ;N 1q1pMzN,M 1
zN 1q1pAzM ;A1zM 1

q (203)

In this formula the index set A is split into three parts (AzM , MzN and N), and

the sum is over all possible splits. So we can rewrite the sum by exchanging the

meaning of AzM and N . Doing the same for the primed sets, we get

ÿ

MĂA
M 1
ĂA1

RpM ;M 1
q1pAzM ;A1zM 1

q (204)

“
ÿ

MĂA
M 1
ĂA1

ÿ

NĂM
N 1ĂM 1

p´1q|N |SpAzM ;A1zM 1
q1pMzN ;M 1

zN 1q1pN ;N 1q (205)

Now we can use lemma 2.22 for the N ,N 1 summation. We see that the only surviving

term is the one with M “M 1 “ H, so the right hand side is simply equal to SpA,A1q
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and we have

SpA,A1q “
ÿ

MĂA
M 1
ĂA1

RpM ;M 1
q1pAzM ;A1zM 1

q (206)

“
ÿ

MĂA
M 1
ĂA1

RpM ;M 1
q1pAzM ;A1zM 1

q (207)

Now we introduce truncation for the R term, i.e. we plug in the defining equation

(74) for R:

SpA,A1q “
ÿ

MĂA
M 1
ĂA1

RpM,M 1
q1pAzM,A1zM 1

q (208)

“
ÿ

MĂA
M 1
ĂA1

ÿ

k

ÿ

tAiu
tA1iu

1pM,M 1
q

k
ź

i“1

RT pAi;A
1
iq (209)

Where the sum is over all partitions AzM “ A1 \ . . . \ Ak with A1, . . . , Ak non-

empty, and similarly for A1 (note that M , M 1 are allowed to be empty). Note that

both RpAi;A
1
iq and RT pAi;A

1
iq are zero unless either Ai “ A1i “ H, or |Ai|, |A1i| ě 2.

Step 3.

Now we consider the truncation of the S-matrix. We start from the defining equation

of Sc (see (69))

SpA;A1q “
ÿ

k

ÿ

tAiu
tA1iu

k
ź

i“1

ScpAi;A
1
iq (210)

Using lemma 2.25, we see that there are only two cases in which ScpAi;A
1
iq may

be non-zero. Either |Ai| “ |A1i| “ 1, or |Ai|, |A1i| ě 2. In the former case, we can

replace ScpAi;A
1
iq with a scalar product between 1-particle states. Furthermore, we

can collect all these singleton sets together and write the result using 1. This gives

SpA,A1q “
ÿ

MĂA
M 1
ĂA1

ÿ

k

ÿ

tAiu
tA1iu

1pM,M 1
q

k
ź

i“1

ScpAi;A
1
iq (211)

where the sum is over all those partitions AzM “ A1\. . .\Ak, that have |Ai|, |A1i| ě
2. Finally, by comparing equations (209) and (211), we conclude RT pA;A1q “

ScpA;A1q for |A|, |A1| ě 2, which concludes the theorem. �
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3.6 The Problem with Perturbation Theory

The natural next step now would be to choose a concrete model and try to evaluate

the LSZ formula, at least perturbatively. Many quantum spin systems use only

“nearest-neighbor interaction, i.e. the Hamiltonian has the form2

H “
ÿ

xPΓ

H0
x ` ε

ÿ

x,yPΓ
|x´y|“1

Hint
x,y (212)

where H0
x P Aptxuq is the free evolution at the site x, and Hint

x,y P Aptx, yuq is some

interaction. As we will see in Chapter 5, at least for some systems and small ε it is

possible to analyze the EM-spectrum of such a system. In particular, a mass-shell

with some dispersion relation ωε exists and asymptotic states can be constructed.

The most common approach to then analyze the scattering of such states in ordinary

QFT is perturbation theory. I.e. one does a series expansion with respect to a (small)

coupling constant.

But what is the coupling constant in this setting? It is not ε as one might think.

Setting ε “ 0 does not yield a model of freely propagating waves. Instead it yields

a model of individual lattice sites evolving independent of each other, and no waves

propagating at all. In particular the dispersion relation of such a system will always

be constant. This means that the velocity support of any wave-packet will always

be t0u, so asymptotic states are not possible (which need multiple disjoint velocity

supports). More formally, the assumptions of definition 3.16 can never be fulfilled.

This means we are unable to describe a free system, which would be necessary as a

starting point for perturbation theory.

2This expression is only symbolical, as a global Hamiltonian does not exist in the ob-
servable algebra. But the translation into an interaction Φ should be obvious, so we
keep to this notation.
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4 Path Integrals and Semi-Classics

It is often said that there is no classical analog to the concept of spin, aside from

the crude picture of an elementary particle rotating around itself. In this section

we will see one way to give meaning to concepts of “classical trajectory” of a spin

degree of freedom and how to use this to build path-integral formulas for quantum

spin system as well es semi-classical equation of motions for the system, which -

one can hope - lead to some insight into the actual quantum system. An intuitive

introduction to the idea can be found in [18]. Our discussion mostly follows the

notations from [14] which discusses spin-systems in a statistical setting and to some

degree [6] which achieves rigorous results for a single spin. Neither paper attempts

to use path-integrals for a time-evolution operator. This we will try in this section.

4.1 Coherent States

Let Γ be a lattice and s P 1
2N be the spin. At each site x P Γ , suppose we have a

p2s`1q dimensional Hilbert space spanned by the orthonormal vectors |´syx, |´s`
1yx, . . . , |syx. Furthermore let the spin operators S`x , S

´
x , S

3
x act as

S3
x|myx “ m|myx (213)

S˘x |myx “ c˘m|m˘ 1yx (214)

S˘x |˘syx “ 0 (215)

And the constants can be fixed as

c˘m “
a

sps` 1q ´mpm˘ 1q (216)

“
a

ps¯mqps˘m` 1q (217)

So the Hilbert space at each lattice site is finite dimensional. On one hand that

makes the situation very easy because all operators are bounded, so there are no

problems with domains and such. On the other hand there is no classical analog for

such a spin system as trajectory of a classical system is always something continuous.

One way to artificially construct such a “classical” trajectory is the following.

Definition 4.1 (Coherent states). For any vector of complex numbers z P CΓ we

define the coherent state as

|zy “ exp

˜

ÿ

x

zxS
´
x

¸

|sy (218)

xz| “ xs| exp

˜

ÿ

x

zxS
`
x

¸

(219)

where |sy “
Â

xPΓ |syx is the state with all lattice sites in their highest state.
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Note that

1. The exponential is actually a polynomial of degree 2s, because pS´q2s`1|sy “
0.

2. The map z ÞÑ |zy is continuous for finite Γ .

The QFT analog of these coherent states are the states of fixed position |qy or fixed

momentum |py. Note however that the Hilbert space these states live in is still

finite-dimensional (per lattice site), even though there are infinitely many of them

(for any complex number z). So the coherent states cannot be orthonormal. Still

we do have sufficiently simple formulas for doing similar operations. There are just

some extra factors:

Lemma 4.2 (Properties of coherent states).

1. Scalar product of coherent states with pure spin states (k P t´s, . . . , suΓ , z P

CΓ ):

xk|zy “
ź

x

zs´kxx

ˆ

2s

s´ kx

˙1{2

(220)

2. Scalar product of two coherent states (w, z P CΓ ):

xw|zy “
ź

x

p1` wxzxq
2s (221)

3. Partition of unity:

1 “
ź

x

ż

C

dµpzxq

p1` |zx|2q2s
|zyxz| (222)

Where the measure is

dµpzxq “
2s` 1

p1` |zx|2q2
d2zx
π

(223)

Remark 4.3. Note that the measure dµpzxq is chosen in such a way that the path-

integral formulas in the end will look nice. Furthermore, the measure is not transla-

tion invariant, which will have consequences when trying to solve path-integrals later

on.

Proof. We will do the calculations only for a single lattice site (i.e. w, z P C and

k P t´s, . . . , su). The product over all sites in the general case should be clear.
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ad (1): Using that the spin states |ky are orthonormal to each other we calculate

xk|zy “ xk| exp
`

zS´
˘

|sy (224)

“
ÿ

n

zn

n!
xk|

`

S´
˘n |sy (225)

“
zs´k

ps´ kq!

¨

˚

˝

s
ź

l“k`1

ps` lq
loomoon

Ñp2sq!{ps`kq!

ps´ l ` 1q
loooomoooon

Ñps´kq!

˛

‹

‚

1{2

(226)

“ zs´k
ˆ

p2sq!

ps` kq!ps´ kq!

˙1{2

(227)

“ zs´k
ˆ

2s

s´ k

˙1{2

(228)

ad (2): Using the partition of unity into pure spin states and (1), we get

xw|zy “
s
ÿ

k“´s

xw|ky xk|zy (229)

“

s
ÿ

k“´s

ws´k
ˆ

2s

s´ k

˙1{2

zs´k
ˆ

2s

s´ k

˙1{2

(230)

“

2s
ÿ

k“0

ˆ

2s

k

˙

pwzqk (231)

“ p1` wzq2s (232)

ad (3): Define the operator

O “

ż

dµpzq

p1` |z|2q2s
|zyxz| (233)

Then for any fixed spin states |ky, |k1y it is

xk|O|k1y “ 2s` 1

π

ż

d2z
xk|zy xz|k1y

p1` |z|2q2s`2
(234)

“

ˆ

2s

s´ k

˙
1
2
ˆ

2s

s´ k1

˙
1
2 2s` 1

π

ż

d2z
zs´kzs´k

1

p1` |z|2q2s`2
(235)

(236)



46 4 Path Integrals and Semi-Classics

Now we choose polar coordinates z “ reiφ, d2z “ rdrdφ

xk|O|k1y “
ˆ

2s

s´ k

˙
1
2
ˆ

2s

s´ k1

˙
1
2 2s` 1

π

ż 8

0
dr

r2s´k´k
1
`1

p1` r2q2s`2

ż 2φ

0
dφ eipk´k

1
q

looooooomooooooon

“2πδkk1

(237)

“ 2δkk1

ˆ

2s

s´ k

˙

p2s` 1q

ż 8

0
dr

r2s´2k`1

p1` r2q2s`2
(238)

t“r2
“ δkk1

ˆ

2s

s´ k

˙

p2s` 1q

ż 8

0
dt

ts´k

p1` tq2s`2
(239)

“ δkk1

ˆ

2s

s´ k

˙

p2s` 1q
Γ ps` k ` 1qΓ ps´ k ` 1q

Γ p2s` 2q
(240)

“ δkk1 (241)

This proves that O is indeed the identity operator. �

4.2 Time Evolution and Operators

We assume that the time-evolution of both operators and states is given by a (time-

independent) Hamiltonian H:

|z, ty “ eitH |zy (242)

Optq “ eitHOe´itH (243)

xw, t|Optq|w, ty “ xw|O|zy (244)

Now in order to work with a a “classical trajectory”, we need “classical observables”,

which are not operators, but simply functions depending on the continuous variable

z. In the context of coherent states, such functions are called “symbols”.

Definition 4.4 (Symbol). Let O be an operator of the observable algebra on a lattice.

We then define its symbol as a function h : Cˆ C Ñ C

Opw, zq “
xw|O|zy
xw|zy

(245)

Note that for any reasonable operator O (including all Hamiltonians we are in-

terested in), this function is continuous. For example the symbols of the ladder

operators are easy to calculate

s´x pw, zq “
2swx

1` wxzx
(246)

s`x pw, zq “
2szx

1` wxzx
. (247)
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And in components this is

s1xpw, zq “ s
zx ` wx
1` wxzx

(248)

s2xpw, zq “
s

i

zx ´ wx
1` wxzx

(249)

s3xpw, zq “ s
1´ wxzx
1` wxzx

(250)

Using these it is possible to write many Hamiltonians we might want to consider

(including the Ising model later).

4.3 Path Integral Expressions

Conjecture 4.5 (Path integral formula for time evolution). The time evolution from

one coherent state to another can be written as

xzf |e´itH |ziy “
ż

zp0q“zi

zptq“zf

Dµpzq exp

ˆ

´i

ż t

0
dτLpzpτq, 9zpτqq

˙

(251)

where

Lpz, 9zq “ hpz, zq ` is
ÿ

xPΓ

9zxzx ´ 9zxzx
1` |zx|2

(252)

takes the role of the classical Lagrangian and the path-integral measure is defined as

ż

zp0q“zi

zptq“zf

Dµpzqp¨q “
ź

x

p1`
∣∣zix∣∣2qsp1` ∣∣zfx∣∣2qs lim

nÑ8

ż n´1
ź

k“1

dµpzkxqp¨q (253)

with the understanding that zp tkn q “ zk. Note that the prefactor of the measure is

such that one path integral can be split into two as

ż

zp0q“zi

zptq“zf

Dµpzqp¨q “

ż

ź

x

dµpwxq

p1` |wx|2q2s

ż

zp0q“zi

zpsq“w

Dµpzq

ż

zpsq“w

zptq“zf

Dµpzqp¨q (254)

which agrees nicely with the formula for the partition of unity (lemma 4.2).

Remark 4.6. While this looks similar to the usual path integral expressions of quan-

tum field theory, there are important differences:

1. L “ hpz, zq ` is
ř

x
9zxzx´ 9zxzx
1`|zx|2 , which takes the role of a Lagrangian density

is not the result of a Legendre-transformation of the Hamiltonian. But it is

manifestly real and has the Hamiltonian in it so we will use it.

2. The path-integral measure is not translation invariant as one might be used
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to from ordinary QFT. There is only a rotational symmetry z Ñ eiφz. This

makes actual evaluation on the level of path integrals very tricky as we will

discuss later.

Symbolic Derivation. First, consider an infinitesimal time evolution (so that we

neglect terms Opdt2q and higher).

xw|e´idtH |zy “ xw|p1´ idtHq|zy (255)

“ p1´ idthpw, zqq xw|zy (256)

“ exp

˜

´idthpw, zq ` 2s
ÿ

x

logp1` wxzxq

¸

(257)

Now a finite time evolution can be expressed as a limit of infinitesimal evolutions.

We use dt “ t{n and plug in n´ 1 partitions of unity to get

xzf |e´itH |ziy (258)

“ lim
nÑ8

xzf |p1´ it

n
Hqn|ziy (259)

“ lim
nÑ8

n´1
ź

k“1

˜

ź

x

ż

dµpzkxq

p1` |zkx|2q2s

¸

(260)

ˆ xzf |p1´ it

n
Hq|zn´1yxzn´1|p1´ it

n
Hq|zn´2y . . . xz1|p1´ it

n
Hq|ziy (261)

Now we use the infinitesimal result and the convention z0 “ zi and zn “ zf .

xzf |e´itH |ziy (262)

“ lim
nÑ8

n´1
ź

k“1

˜

ź

x

ż

dµpzkxq

¸

exp

˜

´
it

n

n´1
ÿ

k“0

hpzk`1, zkq

¸

(263)

ˆ exp

˜

2s
ÿ

x

˜

n´1
ÿ

k“0

logp1` zk`1x zkxq ´
n´1
ÿ

k“1

logp1` zkxz
k
xq

¸¸

“ lim
nÑ8

n´1
ź

k“1

˜

ź

x

ż

dµpzkxq

¸

exp

˜

´
it

n

n´1
ÿ

k“0

hpzk`1, zkq

¸

ź

x

p1` z1xz
0
xq
s
pznxz

n´1
x q

s

ˆ exp

˜

s
ÿ

x

n´1
ÿ

k“1

´

logp1` zk`1x zkxq ` logp1` zkxz
k´1
x q ´ 2 logp1` zkxz

k
xq

¯

¸

(264)

Now assuming the difference ∆z “ zk`1´ zk is small, we can approximate the term

logp. . .q ` logp. . .q ´ 2 logp. . .q in first order of ∆z to get

xzf |e´itH |ziy (265)

“ lim
nÑ8

n´1
ź

k“1

˜

ź

x

ż

dµpzkxq

¸

ź

x

p1` z1xz
0
xq
s
pznxz

n´1
x q

s (266)

ˆ exp

˜

´
it

n

n´1
ÿ

k“0

hpzk`1, zkq ` s
ÿ

x

n´1
ÿ

k“1

˜

pzk`1x ´ zkxqz
k
x ´ z

k
xpz

k ´ zk´1x q

1` |zkx|2
`Op∆z2q

¸¸
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Finally we can pass to the continuous limit using zk “ zpτkq, τk “ kt{n and assuming

(without any rigorous justification) that τ ÞÑ zpτq is continuous, i.e. ∆z « 0 and

zk « zk`1. This means that the first line is precisely our path-integral measure.

This justifies the substitutions

1

n

n´1
ÿ

k“0

hpzk`1, zkq Ñ

ż t

0
dτ hpzpτq, zpτqq (267)

pzk`1x ´ zkxq Ñ
t

n
9zxpτkq, (268)

which immediately lead to the path integral expression we claimed. �

One nice thing about such a path integral expression is, that it can easily be used

to express expectation values of time-ordered operator products. As such, it can

potentially be used to evaluate the right hand side of an LSZ reduction formula.

Conjecture 4.7 (Path integral for time ordered products of operators). Let Okptkq, k “

1 . . . n be operators located at some times tk. Defining the (non-regularized) time-

ordering of such operators as usual as

T pO1pt1qO2pt2qq “

#

O1pt1qO2pt2q t1 ą t2

O2pt2qO1pt1q t1 ă t2
(269)

and assuming the initial (final) time ti (tf ) is smaller (larger) than all operator

times, we get the following path integral expression

xzf , tf |T pOnptnq . . . O1pt1qq|zi, tiy (270)

“

ż

zptiq“zi

zptf q“zf

Dµpzq o1pzpt1q, zpt1qq . . . onpzptnq, zptnqq (271)

ˆ exp

˜

´i

ż tf

ti
dτ

˜

hpz, zq ` is
ÿ

xPΓ

9zxzx ´ 9zxzx
1` |zx|2

¸¸

(272)

where the oi are the symbols of the operators Oi.

Symbolic Derivation. We assume that the times are already correctly ordered, i.e.

ti ă t1 ă . . . ă tn ă tf . For this we can derive the expression on the right hand

side. Then we note that the path-integral expression does not depend on the order of

operators, because the symbols ok are just functions. This proves that the expression

must in fact be true for the time-ordered product. The idea of the calculation in

the same as in the previous theorem which had not operators in between the initial

and final state. The only difference is in equation (261) where we replace some of

the scalar product with the operators Okptkq. �
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4.4 Remarks on the Measure

The first difficulty one encounters when trying to actually evaluate the path integral

we derived for some system, is the non-standard measure

dµpzkxq “
2s` 1

π

d2zkx
p1` |zkx|2q2

. (273)

The fundamental reason for this additional normalizing factor is that complex num-

bers C, over which z is integrated should not be thought of as an infinite plane, but

as a sphere on which a spin degree-of-freedom can rotate. The factor 1
p1`|z|2q2 then

simply comes from a stereographic projection of the sphere onto the plane.

Still, it might be worthwhile to get rid of this additional factor in the metric. Com-

pared to the well-known path-integrals from quantum mechanics there is an addi-

tional factor 2s`1
π

1
p1`|zx|2q2 added for each intermediate time zkx “ zxpkt{nq. In the

continuous limit, there are infinitely many such times, so we can calculate

ż

Dµpzqe´i
ş

dt L
“ lim

nÑ8

ż n´1
ź

k“1

ź

xPΓ

dµpzkxqe
´i

ş

dt L (274)

“ lim
nÑ8

ż n´1
ź

k“1

ź

xPΓ

d2zkx
2s` 1

π

1

p1` |zkx|2q2
e´i

ş

dt L (275)

“ lim
nÑ8

ż n´1
ź

k“1

ź

xPΓ

d2zkx exp

ˆ

´ log

ˆ

πp1` |zkx|2q2

2s` 1

˙˙

e´i
ş

dt L

(276)

“ lim
νÑ8

ż

Dz exp

˜

´ν
ÿ

xPΓ

ż

dτ log

ˆ

πp1` |zxpτq|2q2

2s` 1

˙

¸

e´i
ş

dt L.

(277)

This means we can express the path-integral formula from 4.5 with the standard

measure at the cost of an additional regularizing term in the Lagrangian:

xzf |e´itH |ziy “ lim
νÑ8

ż

zp0q“zi

zptq“zf

Dz exp

ˆ

´i

ż t

0
dτLνpzpτq, 9zpτqq

˙

(278)

where

Lνpz, 9zq “ hpz, zq ` is
ÿ

xPΓ

9zxzx ´ 9zxzx
1` |zx|2

´ iν
ÿ

xPΓ

log

ˆ

π

2s` 1
p1` |zx|2q2

˙

(279)

This version of the path-integral symbolically comes close to results like [6, equation

5]. The result in there is mathematically rigorous (using a stochastic integral and

the Itô formula), but is only valid for a single spin, i.e. not a lattice system. Still it

might strengthen the case for our formula, even though we only showed a symbolic

derivation. We will not use this formula any further. In particular because the

way we derived it here, the path-integral seems likely to either diverge or vanish for

ν Ñ 8.
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4.5 Semi-Classical Analysis using Euler-Lagrange

One easy way to analyze a path integral is the “stationary phase approximation”:

We realize that (ignoring the intricacies of the path-integral measure), the largest

contribution in the path-integral should be from those paths, where the variation

δz
ş

dτLpz, 9zq vanishes. This leads to the Euler-Lagrange equations, which we can

further evaluate for our spin system. Note that we will be using the simpler version

of the Lagrangian

Lpz, 9zq “ hpz, zq ` is
ÿ

xPΓ

9zxzx ´ 9zxzx
1` |zx|2

(280)

and not the regularized Lagrangian Lν . Also for this calculation we can treat z

and z as independent variables. Otherwise we would need to do Euler-Lagrange

separately for real and imaginary part of z, which would lead to the same result in

the end but is much less elegant.

0 “
d

dt

BL

B 9zx
´
BL

Bzx
(281)

“ ´is
d

dt

zx
1` |zx|2

´
Bh

Bzx
´ is

9zx
1` |zx|2

` iszx
9zxzx ´ 9zxzx
p1` |zx|2q2

(282)

“ iszx
9zxzx ` 9zxzx
p1` |zx|2q2

´
Bh

Bzx
´ 2is

9zx
1` |zx|2

` iszx
9zxzx ´ 9zxzx
p1` |zx|2q2

(283)

“ ´
Bh

Bzx
´ 2is

9zx
1` |zx|2

` 2iszx
9zxzx

p1` |zx|2q2
(284)

“ ´
Bh

Bzx
´

2is 9zx
p1` |zx|2q2

(285)

Note that

1. h generally depends on all zx simultaneously, so this is actually a system of

infinitely many coupled differential equations.

2. In contrast to ordinary quantum mechanics, this differential equation is only

first order, not second. This might make it easier to solve but also means we

can only implement one boundary condition. I.e. we can fix an initial or final

state, but not both. We will come back to this problem in the discussion of

the Ising model.
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5 Example: The Ising model

5.1 Definition and Global Dynamics

The most basic example of a lattice spin system is probably the Ising model, first

discussed by Ernst Ising in 1924. It is often used to describe ferromagnetism in

statistical mechanics, but it will also serve here as a simple example of lattice scat-

tering.

Definition 5.1 (Ising Model). Choose the lattice Γ “ Zd, and at each site x P Γ

the local algebra Ax “ C2ˆ2. Then for any finite volume Λ Ă Γ , define the local

Hamiltonian as

HΛ,ε “ ´
1

2

ÿ

xPΛ

´

σ
p3q
x ´ 1

¯

´ ε
ÿ

x,yPΛ,|x´y|“1
σ
p1q
x σ

p1q
y (286)

where σ
piq
x is the i-th Pauli matrix located at site x.

Note that setting ε “ 0 means the sites are not interacting at all, so the spectrum

is simply

SppHΛ,0q “ ´
1

2

ÿ

xPΛ

´

Sppσ
p3q
x q ´ 1

¯

(287)

“
ÿ

xPΛ

t0, 1u “ t0, 1, 2, 3, . . .u (288)

with a unique, isolated and translation-invariant ground state ΨΛ,0 “
Â

xPΛ|`yx
with energy EΛ,0 “ 0. The following results show that for sufficiently small ε, the

EM spectrum does not change too much, in particular, there exists a unique ground

state which is separated by a mass-gap from the remainder of the spectrum.

Theorem 5.2 (Special case of Theorem 1 and 2 in [24]). There are ε0 ą 0, c ą 0 such

that for all ε P p0, ε0q

1. HΛ,ε has a unique ground state ψΛ,ε with energy EΛ,ε

2. The spectrum of the local Hamiltonians has the following band-structure

SppHΛ,ε ´ EΛ,εq Ă
ď

nPHΛ,0ĂN0

tz | |z ´ n| ď cnεu. (289)

In particular, the mass gap is ě 1 ´ cε which is positive for sufficiently small

ε.

3. The unique [23], translation invariant, pure ground state ωε “ limΛÑΓ

@

ΨΛ,ε
ˇ

ˇ¨ ΨΛ,ε
D

exists as a weak-* limit.

In order to define one-particle states which are needed to establish asymptotic states

and all the theory outlined in chapter 3, we need a mass-shell which is guaranteed

to exist by the following result.
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Theorem 5.3 (Theorem 4 in [24]). For ε sufficiently small, there is a real and analytic

dispersion relation ω : Γ̂ Ñ R such that its mass-shell is an isolated part of the EM

spectrum.

5.2 Free Ising Model

Consider the Hamiltonian of the non-interacting Ising model (so the spin is fixed to

s “ 1{2 from now on)

H “ ´
1

2

ÿ

x

´

σ
p3q
x ´ 1

¯

(290)

The algebra of Pauli-matrices is equivalent to that of the spin-operators, though the

conventional normalization is slightly different. We can identify σ
piq
x “ 2Six and use

relation (250) to get the symbol of H:

hpw, zq “
ÿ

x

wxzx
1` wxzx

(291)

Now we will compute the matrix elements of this time-evolution in two different

ways.

direct calculation Just using the well-known exponential of Pauli-matrices we can

calculate

xzf |e´itH |ziy “ xzf |
ź

x

expp
it

2
pσ
p3q
x ´ 1qq|ziy (292)

“
ź

x

xzfx | expp
´it

2
q expp

it

2
σ
p3q
x q|zixy (293)

“
ź

x

xzfx | expp
´it

2
qpcospt{2q ` iσ

p3q
x sinpt{2qq|zixy (294)

Now we substitute the symbol of σp3q “ 2S3 from (250) and also the scalar product

formula from lemma 4.2 to get

xzf |e´itH |ziy “
ź

x

expp
´it

2
qpcospt{2q ` i

1´ zfxz
i
x

1` zfxzix

sinpt{2qq
A

zfx

ˇ

ˇ

ˇ
zix

E

(295)

“
ź

x

expp
´it

2
qpp1` zfxz

i
xq cospt{2q ` ip1´ zfxz

i
xq sinpt{2qq (296)

“
ź

x

expp
´it

2
qpeit{2 ` zfxz

i
xe
´it{2

q (297)

“
ź

x

p1` zfxz
i
xe
´it
q (298)
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semi-classical approach Now we try to get the same result using path-integrals.

Simply put in our expression of the Hamiltonian symbol into the equation of motion

(285) to get

0 “ Bzxhpz, zq `
2is 9zx

p1` |zx|2q2
(299)

“
i 9zx

p1` |zx|2q2
`

zx
1` |zx|2

´
zx|zx|2

p1` |zx|2q2
(300)

“
i 9zx ` zx
p1` |zx|2q2

(301)

(302)

the solution of which is the classical trajectory zpτq “ Ae´iτ . For some constant

A. Note that we only have one constant (because the equation of motion was first

order). Therefore it is in general impossible to implement both boundary conditions

zp0q “ zi and zptq “ zf . But remembering that the states |zy are not actually

orthogonal to each other , we can get a reasonable result: we implement the initial

boundary condition by setting A “ zp0q “ zi, so this will evolve to zptq “ zie´it.

Which means that semi-classically,

e´itH |ziy “ const ¨ |e´itziy “ const ¨
â

x

|e´itzixyx (303)

And without even looking at the path integral measure we know that the constant

must be equal to one, simply by time-evolution being unitary. This then implies for

the matrix element:

xzf |e´itH |ziy “
A

zf
ˇ

ˇ

ˇ
e´itzi

E

“
ź

x

p1` e´itzfxz
i
xq (304)

which agrees perfectly with the direct calculation from before.

5.3 Interacting Ising Model

Now we add a nearest-neighbor interaction to our Hamiltonian:

H “ ´
1

2

ÿ

x

´

σ
p3q
x ´ 1

¯

´ ε
ÿ

|x´y|“1
σ
p1q
x σ

p1q
y (305)

Just as in the free case we use the identification σ
piq
x “ 2Six and equations (248)-(250)

to get the symbol of H:

hpw, zq “
ÿ

x

wxzx
1` wxzx

´ ε
ÿ

|x´y|“1

zx ` wx
1` wxzx

zy ` wy
1` wyzy

(306)
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Now, the equations of motion become

0 “ Bzxhpz, zq `
2is 9zx

p1` |zx|2q2
(307)

“
i 9zx ` zx
p1` |zx|2q2

´ 2ε

ˆ

1

1` |z|2
´
zx

2 ` |zx|2

p1` |zx|2q2

˙

ÿ

yPΓ
|x´y|“1

zy ` zy
1` |zy|2

(308)

“
1

p1` |zx|2q2

¨

˚

˚

˝

i 9zx ` zx ´ 2εp1´ zx
2
q

ÿ

yPΓ
|x´y|“1

zy ` zy
1` |zy|2

˛

‹

‹

‚

(309)

which is a system of complex ODEs of first order. We are not aware of any analytic

solution, though it might well be possible, at least in low dimension. Two final

comments apply

1. In principle it is easy to solve this system of ODEs iteratively in orders of ε,

which works as follows. Take the free solution z0xptq “ zxp0qe
´it and plug it into the

interaction terms of the e.o.m. This gives a ODE of the form

0 “ i 9zxptq ` zxptq ´ εfptq (310)

where f is an explicitly known function. This can be solved easy enough (with a

computer at least), to get the first-order solution z1xptq. This process can be iterated

to get higher order solutions. But there is reason to believe that this route can

not produce any useful results for scattering theory, because as previously discussed

expansion w.r.t. ε is not the same as perturbation theory w.r.t. some coupling

constant.

2. Assuming we could find a solution of the ODEs, translating it back to the spin

system will always give us a state of the form

|zptqy “
â

xPΓ

|zxptqyx (311)

which does not have any correlation between the lattice sites. This is not unexpected

of course, as the semi-classical analysis explicitly neglects quantum effects. On the

one hand this means that this route can not give precise results. But on the other

hand it seems reasonable that this semi-classical system is fundamentally easier to

solve than the full quantum theory.
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Outlook

In this thesis we have seen how to do scattering theory following the Haag-Ruelle

approach in lattice systems. It turns out to be remarkably similar to algebraic quan-

tum field theory following the Haag-Kastler approach. We succeeded in developing

a LSZ reduction formula for this setting. Furthermore we derived path-integral ex-

pressions and semi-classical approximations for quantum spin systems, even though

we did not prove these (because the theory of mathematically rigorous path-integrals

is quite involved).

In a future project, we would propose to finally use our new LSZ formula to com-

pute the scattering matrix of a simple system such as the Ising model. An exact

computation is not necessary, just a proof of S ‰ 1 would be very welcome. Such

a proof could conceivably be done in a perturbative way, though one would need to

overcome the problems discussed in section 3.6.

A second proposal might be further investigation of path-integrals in quantum spin

systems. One could try to develop rigorous formulas using stochastic integrals simi-

lar to [6]. On the other hand these formulas will only be useful if one finds practical

methods of computing the non-Gaussian path-integral expressions that appear.
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